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Abstract: We have applied the electrostatically embedded
many-body (EE-MB) method truncated at the two-body
level (also called the pairwise additive EE-MB method or
the EE-PA approximation) and the three-body level (called
EE-3B) to calculate the gradient of the potential energy
for a simulation box containing 64 water molecules. We
employed the B3LYP density functional with the 6-31+G-
(d,p) basis set for this test case. We found that the EE-PA
method is able to reproduce the magnitude of the gradient
from a B3LYP/6-31+G(d,p) calculation on the entire
system to within 1.0% with a 1.3% error for the maximum
component of the gradient. Furthermore, the EE-3B method
is able to reproduce the magnitude of the gradient to within
0.1% with a 0.2% error for the maximum component of
the gradient. The good performance of the EE-MB meth-
ods for calculating forces and the highly parallel nature of
these methods make them well suited for use in molecular
dynamics simulations. Furthermore, since the methods can
be used for efficient and accurate calculations of forces
with any level of electronic structure theory that has analytic
gradients and with any electronic structure package that
allows for the presence of a field of point charges, these
methods can readily be used with a wide variety of density
functional theory and wave function theory methods.

properties outside this set. As a result of this shortcoming,
molecular mechanics potentials must be developed anew or
revalidated for each new system of interest and even for each
property one wants to study. In the interest of developing
more robust methods for calculating potential energies for
molecular simulations, there is great interest in the direct
use of quantum mechanical methods without analytic rep-
resentations, i.e., direct dynamics. In particular, a quantum
mechanical theoretical model chemidtycan be validated
against a broad data set for predicting potential energy
surfaces or properties dependent on them; and if the
validation test is sufficiently broad, the quantum mechanical
model chemistry is likely to have better predictive value than
molecular mechanics because it more fully incorporates the
relevant physics.

Due to the large system sizes for most condensed-phase
simulations, even when using periodic boundary conditiéns,
model chemistries based on wave function thébWFT)
such as second-order MgltePlesset perturbation theory
(MP2); coupled cluster theory with single and double
excitations (CCSDj,or CCSD with quasiperturbative tripfes
(CCSD(T)) are currently impractical in their original for-
mulations, in part because of the rapid scaling in cost of
these methods with respect to system size. (MP2, CCSD,
and CCSD(T) scale as®, N, andN’, respectively, where
N is the number of atoms in the systéfhAs a result, most
direct dynamics simulations are carried out using density
functional theory* (DFT), whose scaling cost, with popular
algorithms, increases only &8 or N*. Due to the quantum
mechanical nature of DFT, these simulations are significantly
more expensivi@13than their counterparts with molecular
mechanics or analytic potentials, but the added cost is
rationalized in the hope that the energies obtained are much
more accurate and the functionals are more transferable. A
drawback to such conventional calculations is that only a
relatively small number of density functionals have been
implemented in the most efficient periodic-boundary-condi-
tion simulation packages, and when a newer, more accurate
kind of functional becomes available, it may require special-
ized programming to be made available in efficient packages.

In recent years several groups have emphasized the

Molecular simulations that use molecular mechanics advantage of many-body expansith@ and other frag-

potentials or other analytic potentials for the potential energy mentation method&2° for calculations on large systems.
surface and classical mechanics for the nuclear motion havea crucial aspect of using any such method for geometry

been carried out for nearly 50 yeansut although molecular

optimization or for calculating forces or molecular dynamics

mechanics potentials may give good agreement with experi-is the ability to formulate efficient algorithms for analytic
ment for the physical properties against which they are gradients of the potential energy surface. The pioneering
parametrized, they often give poor results when applied to fragment molecular orbital (FMO) methtfd!8:22-24.27.28h 35
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been particularly successful for large systems, especially
proteins, and methods were developed for nearly analytic
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restricted HartreeFock (RHF) gradient§ and analytic The applicability of many-body expansion methods to
derivatives of the two-body electrostatic interactions between Monte Carlo simulations has been discussed by Christie and
widely separated fragmemt$The molecular fractionation  Jordar?! and so in this work we will focus on application
with conjugate caps methd#,** which does not include  to molecular dynamics calculations. In previous work we
three-body or higher-order terms or long-range electrostatics,have demonstrated the ability of the EE-MB methods to
but rather simulates the local chemical environment of accurately reproduce the energetics of a series of water
fragments with conjugate caps, has also been applied veryclusters ranging in size from 5 to 20 molecute$>2°In that
successfully to proteins and allo¥¥$or convenient calcula-  work we found that the EE-PA method was able to reproduce
tion of dimer gradients. The method has been extended tothe energy of a system to within 0.8% and that the EE-3B

include long-range electrostatic fields both wWhhand method was able to reproduce the energy to within 0.3%,
withou® truncation, and in the former case gradients were and we also discussed the efficiency with which gradients
obtained. could be calculated using the EE-MB method. Because the

We have formulated an efficient and accurate many-body largest calculation carried out for these methods is a dimer
expansion method in a way that yields computationally (in the EE-PA method) or a trimer (in the EE-3B method)
efficient energy gradients for all electronic structure levels the problem of needing to carry out one very large calculation
for which they are available for the fragme#tsnd in this is reduced to carrying out a very large number of small
letter we test the accuracy of the gradients and describe thecalculations, which is more practical on most computers. In
applicability to molecular simulations of this new approach, this way one also avoids the very high scaling of many WFT
which is called the electrostatically embedded many-body methods, such as CCSD(T), and this makes it possible to
(EE-MB) expansion. The EE-MB method can be used with apply the EE-MB levels of theory to simulations of very
both wave function methods such as MP2 and CCSD(T) andlarge systems.
with DFT. For both types of methods it makes the scaling  Within the EE-MB approximation the EE-PA and EE-3B
more manageable, and it has the distinct advantage that itenergies can be written as
can be used in conjunction with any electronic structure

package (allowing researchers to utilize any WFT level or Eee pa = z Ej—(N—2) z E 2)
any density functional of their choosing). Very accurate ]

results can be obtained in the three-body approxim#iéa°

with a scaling ofN3. The EE-MB method is very general Fee38= By —(N=3) Z B +

and can be applied to molecular liquids such as simulations I o N— 3)(N — 2

of aqueous solutions or (when extended to include a scheme, ( )( ) z E (3)

such as link atonf842 or conjugated cap®,for terminating

fragments at fragment boundaries that pass through bonds)

to large covalent systems such as polymers or proteins. InwhereN is the number of particles in the system and where

this work we focus on its utility for simulating molecular  Ei, Ej, andEix are the energies of the embedded monomers,

liquids and use pure water as an example. A key issue isdimers, and trimers. Since the gradient is a linear operator it

that analytic gradients are available for three-body and follows that

higher-order terms as well as two-body terms and for near N N

as well as far fragments, while retaining the key advantage _

that the electrostatic field of the rest of the system is not VEeepn= ; VE —(N=2) z VE “)

truncated.

The complete details of the EE-MB method are presented and similarly

elsewhere’ and so here we present only a brief overview

of the method. For any level of theory (e.g., MP2 or CCSD- VEge 38 = Z VEj — (N—3) z VE; +

(T) with a given basis set, or DFT with a given functional 1217k =]

and basis) we can expand the potential energy of a system (N— 3)('\' 2)

of N monomers (where a monomer can be a single molecule Z VE, (5)

a small collection of molecules) in a many-body expansion

given by where analytic gradients are therefore available for any
V=V, +V,+ V4 -+ V, 1) methpd that has analytic gradients for the' monomer, d?mer,

and, in the case of the EE-3B method, trimer calculations,

whereV, is then-body term. Truncating &, is called the provided that the program allows for fractionally charged

pairwise additive approximation (PA), and truncatingv/at point charges as pseudonuclei. Since the magnitudes of the

is called the three-body (3B) approximation. For a system point charges are fixed in our EE-MB calculations, the point

with N monomersyV; involves calculating alN monomer charges act like fractionally charged nuclei with no basis

energies, V, involves calculating (N — 1))/2 dimer functions; therefore, as the system evolves during the course

energies, ani; involves calculating(N — 1)(N — 2))/3! of a simulation there is no need to update the charges.

trimer energies. If the-mer calculations are performed in  Nevertheless, one should also note that all terms on the right-

vacuum one has a conventional many-body expansion;hand sides of eqs 4 and 5 contribute to all components of

however, in the EE-MB methods (where MB PA or 3B) the gradient. For example, evemif= i, m= j, andm = k,

the n-mer calculations are performed in a field of point one still has thaWVEj, VE;, and VE; all contribute to the

charges at the nuclear positions of tNe— n missing gradient components corresponding to the coordinates of

monomers. monomerm.
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that both the EE-PA and EE-3B methods are able to
reproduce the forces for this system very well, with errors
in the gradient of less than 0.0002 au (one atomic unit (au)
of force equals one hartree per bohr) for the EE-PA method
and less than 3x 10°% au for the EE-3B level, which
corresponds to a percentage error of less than 1% for EE-
PA and less than 0.01% for EE-3B. We see similarly good
performance for the maximum component of the gradient,
with the EE-PA method having an error of 1.3% and the
EE-3B method having an error of 0.2%. The near-order-of-
magnitude improvement as one goes from the EE-PA method
to the EE-3B method is consistent with past studigs®
considering only energetics. The mean absolute error also
shows that the EE-3B method performs better than EE-PA
as it has a MAE of 4.0% 10* au compared to a value of
6.23 x 10“ au for the EE-PA method. The average
magnitude of a component of the gradient is 137102

au, so the mean absolute deviation as a percentage of the

. . . L mean component is 4.5% for the EE-PA method and 3.0%
As mentioned previously, while the application of the EE- EE-3B method.

MB method in this work is limited to a water cluster in which
there are no covalent bonds present between the monomersy,
the form of eq 2 is very similar to the equation used to
calculate proteirrligand interactions with the molecular

Figure 1. Simulation box used for single point gradient calculation.

These comparisons show that, even at the EE-PA level,
e EE-MB method is able to achieve gradients in reasonable
agreement with gradients calculated by conventional meth-
X . . . . ods. One should be careful not to interpret the deviation as
fractionation with conjugate caps method presented in ref an error, just as the difference between conventional MP2
33. . and conventional CCSD(T) is not an error but rather a
In order to demonstrate the ability of the EE-MB method gifference between two model chemistries. In the present
with fixed point charges to yield accurate gradients, we have case the difference between conventional B3LYP and EE-
calculated a single-point gradient on a simulation box 3B/B3LYP is expected to be smaller than the difference of
containing 64 water molecules (see Figure 1), without ejther from complete configuration interaction. A key issue
periodic boundary conditions, using both the EE-PA and EE- 5 that eqs 4 and 5 provide an accurate theoretical model
3B methods with the B3LY# 47 density functional and the chemistry—* with precise and convenient gradients. The
6-31+G(d,p)* basis set, and we have compared the results geyiation of EE-MB/DFT from conventional DFT will be
to a conventional B3LYP/6'3‘H’.G(d,p) calculation on the of minor importance for many purpOSeS’ but the h|gh
full system. (Although the EE-MB method can be used in precision of the gradients in the present algorithm will be a
conjunction with WFT methods such as MP2 and CCSD- critical component of stable (nondrifting) molecular dynamics
(T), we have limited ourselves for this validation test to the gjmuylations.
use of DFT because the rapid scaling of MP2 and CCSD(T)  calculating the bulk properties of molecular liquids by
makes the calculation of a single-point gradient calculation he EE-MB method can be accomplished by employing
on the full system, as required to test the EE-MB gradients, periodic boundary conditiorf$ and this can be accomplished
very expensive.) The work of Lenosky et*dlhas shown  for EE-MB simuiations by methods already developed for
that the use of a single gradient on a large system is agpm/MM simulation§? augmented by a criterion to select
powerful tool for the optimization of methods, and therefore he appropriate image of each monomer in the dimers and
we use it here as a way to analyze the EE-MB method. Note rjmers, The latter can be accomplished by the nearest-image
that the gradient of a cluster of 64 water molecules provides ¢onyentiorf which is currently employed in simulations
192 gradient components against which to test the EE-MB jizing analytic functions for the potential energy functions.
method. The nearest-image convention is widely used for pairwise

The full calculation was carried out using tBaussian
03 software packag®.The EE-PA and EE-3B calculations

potentials and has been modiftéébr three-body potentials,
and its implementation is straightforward. Additionally, for

were carried out using the MBPAC 2007-2 software pack- any potential that decays more rapidly thRn® (such as

age®

dispersion terms arising purely from quantum mechanical

Table 1 compares the results of the EE-MB calculations correlation) the use of a cutoff can be employed (typical
to the gradient from the full B3LYP/6-31G(d,p) calculation. cutoffs are one-half the box length for a cubic simulation
Table 1 lists the magnitude of the gradient and the maximum box). In cases where one has long-range interactions, Ewald
component of the gradient from the EE-PA, EE-3B, and summations are used with molecular mechanics potentials
conventional B3LYP/6-3:G(d,p) calculations, the errorin  to account for the interactions of point charges and dipolar
the gradient, the error in the maximum component of the molecules’, and they can be employed in the same way for
gradient, and the mean absolute error in the components ofthe present electrostatic embedding terms.
the gradient predicted by the EE-PA and EE-3B methods. The treatment of periodic images of the embedded
Table 1 also lists the percentage error in the magnitude of quantum mechanical monomers, dimers, and trimer can be
the gradient and in the maximum component of the gradient identical to methods employing periodic boundary in the
from the EE-PA, EE-3B calculations. From Table 1 it is clear context of combined quantum mechanical (QM) and mo-
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Table 1. Errors in the Gradient and the Components of the Gradient (in Atomic Units) for the EE-PA and EE-3B Methods
at the B3LYP/6-31+G(d,p) Level of Theory

full EE-PA? EE-3B

magnitude of the gradient 1.8512 x 1072 1.8695 x 1072 1.8509 x 1072
max. component of the gradient 6.0892 x 1072 6.1686 x 10?2 6.1005 x 10?2
error

magnitude of the gradient 1.8354 x 1074 —2.6305 x 1076

max. component of the gradient 7.9324 x 104 1.1312 x 104
% error

magnitude of the gradient 0.99 —0.01

max. component of the gradient 1.30 0.19
MAEP 6.2257 x 1074 4.0667 x 1074

aThe EE-MB calculations used point charges of —0.778 and 0.389 for oxygen and hydrogen atoms, respectively, as in past work.2> © MAE
denotes the mean absolute error (in atomic units) in the components of the gradient.

lecular mechanical (MM) calculations (QM/MM calcula-  7able 2. Comparison of Hypothetical Timings for Full
tions$254-58). The total energy for a QM/MM calculation can Calculations and EE-MB Calculations for a System

be written as Containing 64 Molecules
scaling conventional EE-PA EE-3B
E(QM/MM) = E(MM) + E(QM) + E(QM-MM)  (6) ane 26x10°a  16x10'a  35x10°a
bN* 1.7 x10" b 3.2 x10*b 7.0 x 10°b

where E(MM) is the energy of the molecular mechanics
system, E(QM) is the contribution from the quantum
mechanical system, ae{QM-MM) is the contribution due

to coupling of the MM and QM regions. For QW/MM o methods that scale @ (e.g., BLYP, PBE, and M06-
methods that employ electronic embeddifef; ¢’ one of the L), bN (e.g., B3LYP, M06-2X), angN’ (e.g., MP4, CCSD-
terms in E(QM-MM) is computed along witiE(QM) by (T)), whereN is the number of atoms in the system, and

calculatinge(QM) in a field of molecular mechanics point b, andc are unknown prefactors, specific to each level of

charges. Therefore, each embedded monomer, dimer, Ofactronic structure theory. (It is an approximation to assume
trimer calculation in an EE-MB calculation can be thought

o o . that this scaling holds for al, including smallN, but timing
of as a simplified QM/MM.caIcuIatlon, n Wh'Ch.tHE(MM) ._analyses are inherently approximate, and the present timing
term Is zero (t.he interaction energy of the point charges is discussion is intended to illustrate scaling isstest to be
not t'rLC“:.dedt 'rt'hg:_‘e :\C/I)t‘;’\‘/lu\fEt'MB. e?ergy), E‘ng dt_he t(r)]nly quantitative.) Table 2 shows that even on a single processor,
ﬁonr*llezlr liJnloann Oenvir(()(gmént gf e;g:r:ts Crﬁg:geerg Efl'helrr]eg arz a the many-body approaches are far more cost-effective than
NUMbEF25457.58.86.57f examples in the literature in which conventional calculations. In this example, use of the EE-

. o . 3B method would reduce the cost of a method that scales as
periodic boundary conditions have been applied successfully

. cN’ by 6 orders of magnitude on a system of 64 molecules,
_to QM/.MM g:alculgtlons, and QM/MM codes can .b.e used and use of the EE-PA method would reduce the cost by 7
in conjunction with the EE-MB method by writing a

subroutine to interface the existing code with the electronic orders of magnitude. Even for density functional theory it is

structure package of one’s choosing to carry out the EE- glf?:c:tif/fnllo-ﬁblsrig ;?;;;22 EEcrl:/lSs rggthfgsoraﬁog_%ig
MB calculation. Furthermore, because all of the monomer, ’ y !

dimer, and trimer calculations are independent of each other,lthat scale ai_ol\l“,tﬁoth the EE'PIA anld E:E-s;Bt.methoc:rs] a;e”
the EE-MB method is highly parallel, which allows for rapid eisstexpel?swe r?nb adcon\{ﬁnéorlerl] c;;upilon ?r? d el
energy calculations, even on very large systems. clusters. For nonhybrid methods the EE-FA method IS an

Due to the expense of an accurate treatment of the order of magnitude less expensive, and the EE-3B calculation

electronic wave function near the nucleus of an atom, a 'S only a factor of 1.3 more expensive.
variety of specialized approximations and procedures have All calculations in Table 2, both conventional and EE-
been developed for plane-wave simulations of condensed-MB, can be further speeded up by linear scaling algo-
phase systenf§.75 For example, ultrasoft pseudopoten- rithms;>2787%ut quantitative speedups depend strongly on
tials®® 70 are often used to keep the plane wave cutoff low, the program and will not be estimated here. Nevertheless it
and such pseudopotentials must be carefully optimized tois worthwhile to note that linear scaling can be achieved in
minimize inaccuracie$: "3 Due to the small system sizes EE-MB by using a cutoff to reduce the number of two-body
calculated in the EE-MB methods, all calculations can be or three-body terms that must be calculated. We showed that
carried out without pseudopotentials or with norm-conserv- if a cutoff of 6 A is used, then even for a cluster as small as
ing’® (also called shape-consist€yeffective core potentials,  (H20)20 one can eliminate up to 44% of the paifsA key
which are less economical but more accurate. Also, well issue here is that the introduction of linear scaling is much
validated techniques developed for small-molecule calcula- simpler in the EE-MB approximation than in other methods
tions can be used. of comparable accuracy because it simply involves limiting
It is interesting to consider the amount of time needed to the number of dimers and/or trimers considered, but it does
carry out these kinds of calculations. Table 2 presents a seriesiot require cutting off long-range electrostatics when they
of hypothetical timings, for a calculation on 64 molecules, are treated by Ewald.

cN’ 4.4 x 10% ¢ 25 x 10°¢ 5.6 x 10% ¢
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In summary, we have found that both the EE-PA and EE- (21) Christie, R. A.; Jordan, K. B5truct. Bonding (Berlin005 116, 27.

3B methods are able to reproduce the gradient and th
maximum component of the gradient for a simulation box
containing 64 water molecules to within 1% and 0.1%
respectively, at the B3LYP/6-31G(d,p) level of theory.

Probably more important though is the high-precision at-

e(22) Fedorov, D. G.; Kitaura, KChem. Phys. Let2006g 433 182.
(23) Fedorov, D. G.; Kitaura, K. IrlModern Methods for Theoretical

Physical Chemistry of BiopolymerStarikov, E. B., Lewis, J. P.,
Tanaka, S., Eds.; Elsevier: Amsterdam, 2006; pi38.

(24) Fedorov, D. G.; Ishimura, K.; Ishida, T.; Kitaura, K.; Pulay, P.; Nagase,

S.J. Comput. Chen007, 28, 1476.

(25) Dahlke, E. E.; Truhlar, D. Gl. Chem. Theory Compu2007, 3, 46.

tainable when EE-MB methods are used as a theoretical(26) Dahlke, E. E.; Truhlar, D. Gl. Chem. Theory Comp007, 3, 1342.

model chemistry. Additionally,
designed in such a way as to allow the straightforward
introduction of periodic boundary conditions, so that they

give a promising alternative to current simulation techniques

for molecular liquids.
An important advantage of the EE-MB methods is that

the EE-MB methods are (27) Fedorov, D. G, Ishida, T.; Uebayasi, M.; Kitaura, X Phys. Chem.

A 2007 111, 2722.

(28) Fedorov, D. G.; Kitaura, KJ. Phys. Chem. 2007, 111, 6904.

(29) Dahlke, E. E.; Leverentz, H. R.; Truhlar, D. G. Chem. Theory
Comput Accepted for pubication.

(30) Amovilli, C.; Cacelli, I.; Campanile, S.; Prampolini, &.Chem. Phys.
2002 117, 3003.

(31) Zhang, D. W.; Zhang, J. Z. H. Chem. Phys2003 119, 3599.

they can easily be employed with any electronic structure (32) Zhang, D. W.; Chen, X. H.; Zhang, J. Z. Bi. Comput. Chen2003

package that allows for using a field of background point

charges. Furthermore once implemented for a given elec-

tronic structure package, the EE-MB program is available
for all electronic structure levels available in that package.
It is very efficient for any density functional or wave function

24, 1846.

Xiang, Y.; Zhang, D. W.; Zhang, J. Z. H. Comput. Chem2004

25, 1431.

(34) Zhang, D. W.; Xiang, Y.; Gao, A. M.; Zhang, J. Z. H.Chem. Phys.
2004 120, 1145.

(35) Li, S.; Li, W.; Fang, TJ. Am. Chem. So2005 127, 7215.

(36) Jiang, N.; Ma, J.; Jiang, Y.. Chem. Phys2006 124, 114112.

(33)

theory that has analytic gradients, and it can provide a (37) Deev, V.; Collins, M. AJ. Chem. Phys2005 122, 154102. Collins,

substantial savings in cost for large systems.
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Abstract: The induction energy often plays a very important role in determining the structure
and properties of clusters of organic molecules, but only in recent years has an effort been
made to include this energy in such calculations, notably in the field of organic crystal structure
prediction. In this paper and the following one in this issue we provide ab initio methods suitable
for the accurate inclusion of the induction energy for molecules containing as many as 30 atoms
or so. These techniques are based on Symmetry-Adapted Perturbation Theory using Density
Functional Theory [SAPT(DFT)] and use distributed polarizabilities computed using the recently
developed density-fitting algorithm with constrained refinement. With this approach we are able
to obtain induction models of varying complexity and study the effects of overlap and related
numerical issues. Basis set effects on the exact and asymptotic induction energies are
investigated, and the roles of higher-order induction energies and many-body effects are explored.

[. Introduction interfere constructively or destructivelySecond, it is
The induction energy plays an important role in determining cooperative: the charge distribution of each molecule is
the structures of clusters of polar molecules. The cooperativePolarized by the electric field of its neighbors, and it is the
nature of the induction means that, for polar molecules, Mmodified charge distribution of each molecule that is the
induction effects dominate the many-body contributions to source of the field that polarizes the others. This cooperative
the interaction energy. These many-body effects can be verybehavior is important in clusters and condensed phases of
important in determining the structures of clusters of polar molecules and favors the hydrogen-bonded networks
molecules. For example, three- and four-body effects havethat are seen for example in water. Since each molecule is
been shown to be responsible for the tetrahedral structurepolarized by all the others, it is necessary to solve coupled
of liquid water!2 However, this interaction energy compo- equations for the modified charge distributions. This can
nent is often neglected or treated incorrectly. This is not only usually be carried out by a simple iterative procedure, but it
because it is hard to calculate accurately but also becausés a time-consuming additional step in a simulation.
important aspects of the induction energy are still poorly  The most general way to calculate the inductioses the
understood. frequency-dependent density susceptibflityy FDDS, a-
There are many features that make the induction energy(r,r'|w), which describes the change in charge density at
hard to handle. First, it is not pair-additive. The induction due to a delta-function change in electrostatic potentigl at
energy of a particular molecule; (1/2)aF? in its simplest oscillating at frequency. To describe induction we need
form, depends on the square of the total electric fleldue only the static FDDSg(r,r'|0), and this can be calculated
to its neighbors, and the fields of different neighbors may efficiently and accurately by modern methods. The resulting
description is however much too cumbersome for practical

* Corresponding author phone:44 1223 336375; fax:+44 1223 use; it would be necessary to solve a set of coupled integral

336362; e-mail: ajsl@cam.ac.uk. equations for the changes to the electron density of each
t University Chemical Laboratory. molecule and then to carry out integrals over each molecule
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extract a description in terms of polarizabilities. For all but evaluated quite efficiently using coupled Kohham (CKS)
the smallest of molecules, single-site descriptions, using thetheory (also known as KohtSham linear response theory).
overall molecular polarizabilities, are inadequate, and the This expression does not include exchange effects; the
polarizability needs to be described in a distributed way, as second-order exchange-induction energy cannot be written
the charge distribution does. in terms of the FDDS and is calculated using scaling Hiés
This does not however solve all the problems. At short which have been demonstrated to result in rather accurate
range, when the molecular charge densities overlap, theenergies.
distributed-polarizability description is subject to penetration  For polar molecules with large polarizabilities, the higher-
error, just like the distributed-multipole description of the order induction and exchange-induction energies (in which
electrostatic interaction. Using the FDDS we could describe we include terms of third order and above) can make
the penetration effects correctly, but unfortunately that is significant contributions to the two-body interaction energy.

usually impracticable. (We include in the category of polar molecules any molecule
This is by no means the end of the story. The polarizability, that gives rise to large electric fields in its neighborhood,
even in the accurate form of the FDDS, describedittesar whether or not it has a significant dipole moment. The

response of the molecule to external fields and gives theinteraction between such molecules is dominated by the
induction energy only to second order in perturbation théory. electrostatic energy.) These higher-order effects are strongest
Moreover, as usually formulated, it ignores effects arising in hydrogen-bonded complexes, where they can account for
from electron exchange between molecules at short range as much as 1815% of the total two-body interaction energy.
For a more complete description, we need to include higher- In most SAPT and SAPT(DFT) calculations of the intermo-
order terms in the perturbation series and to include the lecular energy the higher-order energies have been estimated
effects of exchang®’ using the so-calledy; .., term, defined as the difference

In fact a large part of the higher-order effects for clusters between the supermolecular Hartrdeock interaction energy
can be recovered if the polarization problem is solved self- of the dimer and certain low-order SAPT energy tefrst®
consistently? by the iterative procedure mentioned above, This procedure has been shown to result in interaction energy
but this still treats the response of each individual molecule potentials of high accuracy for hydrogen-bonded complexes
as linear in the field. Higher-order effects, described by like the water dime?;!°but recent evidence seems to suggest
hyperpolarizabilities, are not included in such a treatment that theémfrespterm may not be suitable for non-hydrogen-
and become increasingly significant at short distances. Asbonded complexe®.We will return to this issue below. In
we shall see in this paper, these neglected effects can resulany case, th@mfrespterm is cumbersome to calculate as it
in a significant error in the dimer energy and geometry.  requires a supermolecular Hartreleock calculation in the

As for the exchange effects, it has become clear from dimer basis (so as to avoid the basis-set superposition error)
recent calculations using Symmetry-Adapted Perturbation and a low-order SAPT calculation, in addition to the SAPT-
Theory (SAPT) that they make a very significant contribution (DFT) calculation. Consequently an alternative means of
to the total induction energy8 estimating the higher-order contributions to the interaction

In this paper and the following one in this is$uee energy is needed.
attempt to obtain a practical procedure for calculating Recently, the third-order SAPT interaction energy com-
accurate induction energies for assemblies of molecules inponents have been derived and implemented, though without
clusters or in the condensed phase. Here we discuss thehe inclusion of intramonomer correlation effeétdt has
theoretical issues associated with accurate calculations of theoften been assumed that the third-order energies would
nonexpanded and expanded induction energies. The numeraccount for most of the higher-order contributions to the
ical issues associated with basis sets and model building willinteraction energy. However, Patkowski e€&have dem-

be discussed in part 2. onstrated that while this is true for non-hydrogen-bonded
complexes, the third-order terms may account for less than
II. General Overview half of the higher-order energies for hydrogen-bonded

For the interaction between two molecules, the second-ordercomplexes. It is believed that this is the case for two
induction energy can be accurately computed using sym-reasons: first, the higher-order energies are dominated by
metry-adapted perturbation theory (SAPTr the more induction and exchange-induction effeétsnd second, the
recent version of SAPT based on a density-functional induction series is known to be divergent due to the presence
treatment of the monomers (SAPT(DETY or the very of Coulomb singularities in the interaction operatbr.

similar and independently derived DFT-SAPT). In the In spite of the problems associated with the higher-order
following we refer to SAPT(DFT) for brevity, but it should interaction energy components, we shall demonstrate that
be understood that the DFT-SAPT method is essentially thethe third-order induction and exchange-induction energies
same. The superior computational scalings and accuraciecan form a good and computationally convenient approxima-
of the SAPT(DFT) expressions make this theory the method tion to the true higher-order energies if evaluated within the
of choice, particularly for organic molecules, for which the SAPT(KS) theon?!! that is, using Kohr-Sham orbital
SAPT expressions are usually too expensive computationallyenergies and eigenvalues. This procedure has many advan-
to be evaluated. The SAPT(DFT) expression for the second-tages: (1) The higher-order energies for non-hydrogen-
order induction involves the frequency-dependent density bonded complexes are recovered very accurately. (2) While
susceptibility (FDDS) at zero frequen&ywhich can be there will be non-negligible errors made in hydrogen-bonded
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geometries, these will be much smaller than the errors the damped version of this model W2, ...« Higher-
incurred if the higher-order corrections were ignored alto- order contributions can be expanded in the same way. We

gether. (3) The interaction energies are obtained in oneshould haveEi(szi,pol ~ Ei(r%,ckclass for medium to large

calculation. (4) And finally, the third-order induction and  separations, but it turns out that the basis-set converged value
exchange-induction energies are the least computationallyf Ei(rfc):,pm can be an order of magnitude larger (i.e., more

demanding of the third-order energy components and so donegative) thare®@ at equilibrium geometry and even

not add significantly to the overall computational cost of the |5rger at shorterc::l(igl;;sces. It has recently been shoat

SAPT(DFT) method. (2) | is too large in magnitude because of the Coulomb

_ : : : ; ind,pol ™= . : ] . o
The many body contribution to the Interaction energy can singularities in the interaction operator. These singularities
be very important for polar clusters, in which many-body

ftoct o h 25 T9% of the int i are absent in the expanded form of the operator, so it is not
erects ‘;"’;';‘ accountfor as much as-E477 oT the interaction surprising thaE, ; ..«is much smaller in magnitude than
energy?>23 This is not surprising, as the induction energy, _ :

which is very important for such systems, is strongly —indpot The Coulomb singula(gi)ties also resultin a very large
nonadditive in naturé.The dominant contribution to the ~€Xchange-induction enggﬁind,exch which is positive and
many-body energy arises from the three-body energy which Significantly quenches&s, ., Therefore neither energy is

can be computed using the three-body formulation of SAPT Meaningful on its own. _
(see ref 7 for a review) or using supermolecular tech- Because of these complications, we believe that rather than

niquesz224 but the computational expense is so large as to referring to thg conv_entional Qefinitio%?sof the_ i.nduction
make these methods applicable to systems of a few atom<and exchange-induction energies separately, it is much better
only. Fortunately, for polar systems, which include most 0 define the induction energy as the sum. That is,riie
organic molecules, the many-body contributions are domi- °rder induction energy is

nated by many-body induction effects which can be well

approximated using damped classical polarizable models if o tot= ESpor T Efl exc (1)
accurate molecular polarizabilities and multipole moments
are known. Since EX) .. decays exponentially with increasing,

This paper is organized as follows: In section IV.1 we EJ) . and El , both tend toE() 4 aes aSymptotically.
outline the theoretical details of the SAPT(DFT) expression However, as will be demonstrated in sections V and VI of
for the second-order induction energy. In subsection IV.1.2 part 2, EW, ., agrees far better WithE(), 4 e at all dis-
we explore and assess ways of including the higher-ordertances tha|Ei(rT()j oo dOES.
induction and exchange-induction energies using several The total interaction energy including terms up to onder
examples. In section IV.2 we briefly describe ways of s denoted byu®™ rather than the more convention&f).
including the many-body contributions to the induction  Thjs has been done so as to avoid possible confusion arising
energy using the damped classical polarizable model. Thefrom the similarity of the subscripts ‘ind’ and ‘int’.
damped classical polarizable model is also used to calculate

the asymptotic induction energies. This needs the molecular);. Theory

polarizabilities in distributed form. In section IV.3 we |/ 1 |nduction Contributions to the Two-Body Energy.
describe the distribution method based on the constrained|, ihe two-body energy, the induction contributes to terms

density-fitting procedure and present a method for optimizing uf second and higher orders in the interaction operator. The

the resulting distributed polarizabilities. In section V- we  gecond-order induction is the most important, constituting

conclude with a summary of the main results of this paper. panveen 85% and 96% of the total two-body induction
energy.

llI. Notation o V.11 At Second Order: {#  and B2 ., From the
If electron exchange between molecules is ignored, which polarization expansiof’ E?) __ for moleculeX is

is a good approximation at large separations, the interaction ind,po

energy can be obtained using standard perturbation theory. |V DX
This is conventionally described as the polarization ap- E® (X = 0 ' )
proximation, though this is an unsatisfactory terminology, P = E§ — Ef

particularly in the context of the induction energy. The

contribution that is usually called the induction energy, and \\here ®* and EX are the eigenstates and energy eigenval-
. r T

denotedEing, appears at second order, but we denote it here ;a5 of the monomer Hamiltoniasy, andV is the perturba-

as Ei(n():l_,pol tc()z)d|st|ng(;|)|sh.|t explicitly from the exchange-  tion due to the electrostatic potential arising from the rest of

induction Ejyg e,cn Eing,pol IS the term defined as the induc-  the systemEY) ,(X) can be interpreted as the second-order

tion and denote&inq, in SAPT and SAPT(DFT)- However response of monomet to the static fieldV. One can show

there are also induction energy contributions at higher orders,that eq 2 can be rewritten in terms of the frequency-

E por The second-order teri?) , can be expressed in a  dependent density susceptibility (FDDS)r ' |o) evaluated

‘nonexpanded’ form which remains valid at any intermo- at zero frequency

lecular separation, however small, but it is conventionally

expressed as a power series iR.IThis power-series form @ __1 , , ,

is often referred to as the classical model, and we denote Binapol(X) 2 f O{r, TOVTVAr)ardr (3)
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where In order to implement the asymptotic correction, accurate
vertical ionization potentials (IPs) are needed for the
ou(r, ') = monomers. When they are not available experimentally, good
E EX estimates may be obtained from the difference between the
2Z—@§|ﬁx(r)|®f[ﬂﬁ>f|ﬁx(r’)|®f§D (4) energies of theN andN — 1 electron systems. The PBEO
r= (EX Eo) - w? functional is best suited for this calculation too as tests on

atoms, diatoms, and small organic molecules have shown
andV = [py'(r')/Ir - r'|dr' is the electrostatic potential of  that it gives IPs with mean errors centered about 0.0 au with
the rest of the system. In the equation aboidr) = — a standard deviation of only 0.007 &u.
Siex0(r — ry) is the electron density operator. The FDDS As with the dispersion energ§;2 den5|ty fitting tech-
eqency epengen peruraion. 1 Sues ca b used o make e eiahaton ol
g density-fitting, the molecular orbital

To calculateEl(,fd pol fOr an interacting pair of molecules productsgi(r)¢.(r) that appear in eq 5 can be expanded as
within SAPT(DFT), the electrostatic potentials of the un-

perturbed monomers are evaluated using the Kdbimam di(Ng,(r) = ZDiU,po(r) 9
orbitals, and the FDDS is evaluated using coupled Kehn P
Sham theory (CKSY> 27 (also known as linear-response

DFT). In CKS theory, the FDDS takes the form where{y} is an auxiliary basis set, and the coefficieDis,

are determined by least-squares. The density-fitted FDDS
(l(l',r'|w) Z CIUI U(w)¢ (I')(f) (r)¢| (r )‘b (I’ ) (5) takes the form

IZ/I v ~

a(rr'm) = 3 Co@)Mig(r) (10)
where the subscripts and i’ (v and v') denote occupied P
(virtual) molecular orbitals, and; is a molecular orbital. In
CKS theory (and coupled Hartre€&ock theory (CHF)) the
coefficientsCi,;»(w) can be written &8

where the(:pq(w) are the transformed coefficients given by
Cpq(CU) = ziu,i'v’Diy’pCiy,i'1)’((1))Di’1/,q- Wlth'n KOhn—Sham
theory, the total charge densi,tié’t of closed-shell systems

Ciyiv(@) = 4(HOHW — H202) HP, 4, (6) is given by

wherel is the unit matrix, and th&l® and H® matrices, Py = Z Zgo(r — Ry) — ZZW’J(f)l (11)
called the electric and magnetic Hessians, respectively, are

defined in the CKS theory (in the adiabatic approxima- whereZ; andRy are the nuclear charge and position, @nd
tion*>29 as follows labels the occupied orbitals. Consequently the electrostatic
HO potentialV of the rest of the system can be written as

iv,i'v'

= (e, — 80,y T 40li"v) — ¢[(ii"[v) +

. ()2
(i) +4 [ ¢i¢y¢i'¢yv% r(7) V) = ;r R zf ]
g

J

r' (12)

and where the sums run over the nuclei and orbitals of the rest

0) . . SN of the system, which in this case is just mononielJsing

Hiver = (@ = @0 — G{(i100) = (W2, (8) the density-fitted FDDS and the above expressionvan
wheres is the Kohr-Sham energy eigenvalue of molecular €d 3 we obtain the density-fitted form oy, for
orbital ¢, ¢, is the fraction of the HartreeFock exchange ~ monomerX
included in the exchange-correlation (XC) functiongl €
0 for a nonhybrid functional)y is the exchange part of., E.(r?zi polX) = — _Z MYCX (O)MY (13)
and the two-electron coulomb integralKl) = [gi(1)¢;(1)|1/
r12ldx(2)p1(2)00 CKS theory is, in principle, exact if the exact v. ,
exchange-correlation functional is used. In practice, only WhereM, is defined as
approximations are known, and from extensive numerical P 3.pY
experiments it has been concluéett-?®that the asymptoti- ZZ Paid
cally correcteé®3® PBECG exchange-correlation func-
tional?% is the most suitable for accurate interaction and we have used the definitions
energies. For large molecules however, it is too expensive
computationally to evaluate the last integral in eq 7 using fpr(r)Xq (r ) (15)
e and v from the PBE functional. A more practical
approach is to use the exchange-only LDA functional in the
last term of eq 7. This approximation results in a small (less
than 1%) loss in accuracy which is more than compensated
by an order of magnitude reduction in computational ;f—xp(r)dr (16)
expensé? Ryl

(14)

and
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The evaluation OEi(szi,pol using eq 13 involves a compu-  nonpolar molecules, the higher-order energies contribute only
tational cost that scales &n?), wheremis the size of the  about 3-5% of the total interaction energy and could even
auxiliary basis. This is smaller than tr@n;n) without ~ be ignored if high accuracies are not needed.
density-fitting, but, much more importantly, the computa- UG~ is often approximated by théj ., correction,
tionally demanding 4-center 2-electron integral transforma- defined a&''®
tion is avoided in the evaluation of eq 13, having been i i (10) (10) 20)
replaced by the 2-center 2-electron integrils Oingresp= U — (Edisi T Egxen T Eindtotresy (20)

Futhermore, when monomer basis sets are used,Jgply (10) 10) 20) _
and LY need to be recomputed for each dimer geometry. WhereEqgi, Egycr andEggiespare the SAPT corrections
This can result in a considerable savings in computational With no intramonomer correlation effects included (The
effort as onlyO(n?) operations are needed to evaluate the Subscript ‘resp’ indicates that the induction energy is
induction energy at each dimer geometry. However, see Calculated with response effects includgdandU™" is the
section VI in part 2 for some of the numerical issues supermolecule Hartreg~ock interaction energy computed
associated with using such basis sets. with the counterpoise correction. Bear in mind that

In part 2 we will need to evaluate the second-order Ei(r?c(i),)tot,resp has been defined using eq 1 and includes the
induction energy of a molecule and a point charge. For such &xchange-induction contribution. THE” term approximates
a system, the electrostatic potentialis= Q/|r — Rg| where the third- and higher-order contributions to the interaction

R is the location of the point charge aqWits value. The ~ energy but must be defined within SAPT as it has no
resulting induction energy is simply counterpart in SAPT(DFT). Unfortunately, this term is too

cumbersome to calculate on a routine basis, as its evaluation
using eq 20 involves a supermolecule HartrEeck calcula-

tion in the dimer basis in addition to a low-order SAPT
calculation. Furthermore, there is evidence that it may be a
WhereLS = [IQ/Ir — Rollyp(r)dr. poor approximation to the higher-order energies for nonpolar

The exchange-induction energy at second o},  System® (but see the discussion in section V).
quenche€®, , significantly. EZ ,,,cannot be expressed ~ Another means of approximating®® ™™ is through the
in terms of the FDDS and electron densities of the monomers,damped classical polarizable model. The derivation of the

so it is estimated from the SAPT(KS) energies (denoted by induction energy in a classical polarizable model is given in

1 ~
Bt =~ 5 LGOS (17)
pq

‘KS’) using a scaling relatiol? ref 3. Here we reproduce.the final e>l<pressions in their general
form. The damped classical induction energy of moleéule
o o E@ oo in a cluster is
Eind,exch% Eind,ech(KS) X ———— (18)
Epo(KS)

Eind.a—clasdA) = %;A;%AQW@WR@)T? Q) (21)

whereQ is the multipole moment operator for momeratt
sitea, and T is the interaction tensdwhich describes the
interaction between a multipol®, at b and a multipoleQ;

The large quenching dE{ o bY E ecnis believed to
be an effect of excessive electron tunneling due to the
electron-nuclear Coulomb singularities in the interaction

operator! These singularities are also responsible for the
divergence of the perturbation theory. It has been shown thatata. f(BRa) is @ damping function, which is conventionally

a convergent perturbation theory can be built using a 5qq med, in the absence of evidence to the contrary, to
regularized form of the interaction operator, that is, one in depend only on the distand®s between sites andb and
which the singularities arising from the electronuclear not on their relative orientation; the paramegespecifies

terms aref rSeLnF?_I\_/eS}I.:I_tris :also possible t_hzt fora regularizedld the strength of the damping and may depend on the nature
Version o ( ), the exchange-induction terms wou of the sitesAQ{ is the change in multipole momenat a

not be needed. Preliminary evidence from our group suggests, ;a 1o the self-consistent polarization of sitén the field

that this may well be the casé. of all sites on other molecules and is given by
In summary, then, we recommend that the second-order

induction energy be expressed according to eq 1, that is, as AQE= — Z;A;Zg;?f(t,u)(ﬂ%b)ﬁf@g +AQY) (22)
ae eB t'v

Ei(ri)i,totz Ei(r?c)i,pol + Ei(r?c)i,exch (19)

whereaﬁ?‘ is the distributed polarizability for sites,(a)
with Ei(ﬁf)j'pol calculated by coupled KohnSham theory as  which describes the response of the multipole moment
described above, ar?) ..., given by eq 18. componentQ at sitea to thet'-component of the field at

IV.1.2. Higher-Order Two-Body Energie€ontributions site @'. Notice that eq 22 must be solved iteratively for all

to the two-body interaction energy from terms beyond the molecules in the system, as th& occur on both sides of
second order in perturbation theory, denotedU$y =), are the equation. In the case of a dimer the sum dBgust
often large and cannot be neglected. For polar moleculesincludes the other member of the dimer.AR is omitted
like water, induction energies dominate these higher-order from the right-hand side, we recover the damped classical
terms, which can constitute as much as 15% of the equilib- approximation of the second-order induction energy,

rium binding energy of the dimer. On the other hand, for Ei(ﬁz,’ckc,ass At the mth iteration, we additionally obtain the
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' ' T " ation effects. That is, when used with Keh8ham orbitals

and eigenvalues, these energies are obtained at the SAPT-
(KS) level of theory. We will denote the resulting ap-

- proximation byUG=)(KS) which, using eq 1, is defined as

—1

] U IKS) = B olKS) + By Do (29

E
2 /i > -0 8.“:
- / —a g . Orbital relaxation effects have been demonstrated to play
/ ,," . u EEEZ:(I;;) ] a relatively minor role for the second-order inductidrin
_3_',’ i ‘—‘E-G: ks £ | ref 11 thIS was argued to be _at least in part due to a
i e el ] cancellation of errors. As there is no reason to expect the
_poltl i L . L . same to happen for the third-order energies, one might
3 fA 3 question the use of the SAPT(KS) expressions here. How-
ever,UG) s relatively small in magnitude compared with
Figure 1. Approximations to the higher-order induction and the second-order energy, so any errors incurred by the use
exchange-induction energies for the water dimer. The relative of the SAPT(KS) expressions are probably less important.
orientations of the water molecules are fixed at their minimum From Figure 1 we see thai@=)(KS) is a far better

geometry,3® and the center-of-mass separation is varied. The

- : _ approximation to the higher-order energy contributions than
minimum is located close to R = 3.0 A. The classical models

. . . . the damped classical polarizable model alone, but the higher-

used a damping coefficient 5 = 1.93 au (see section V in part . . .

2) order terms are probably still underestimated by this ap-
' proximation. In Table 1 we report second-order interaction

damped classical approximation m™2) call this ap- energies and the various estimates of the third-order terms

nd,tot . . . .

higher-order induction energies involve, besides the FDDS, US“°M as a reference, we see that while addig.s,to
which is a linear response function, the quadratic and higher-U® from SAPT may make sense, adding it & from
order response functions. The classical polarization model SAPT(DFT) leads to an overestimate of the interaction
completely neglects these higher-order response functions €nergy by about 4%. On the other hand, addily=)(KS)
Furthermore, orbital overlap effects are neglected by the to U® from SAPT(DFT) leads to an interaction energy
classical model, and these effects become increasinglyundeestimated by about 4%. Therefore it is possible that
important with increasing order in perturbation theory. The the Oy es,COrrection is an overestimate of the higher-order
incorporation of the damping function attempts to correct terms.
for this neglect, but little is known about the form that it The effects of these approximations on the total interaction
should take. Therefore, even though the damped classicalenergy for the water dimer are more clearly represented in
polarizable model works reasonably well for the second-order Figure 2. The SAPT(DFT) interaction energy at second order,
induction energy, it is not reliable for the higher-order two- U@[SAPT(DFT)], results in a potential that is clearly too
body induction effects. shallow, with the repulsive wall and minimum both moved
The failure of the classical polarization models to recover out toward largerR. Adding 6i|;|1lt:,resp to UR[SAPT(DFT)]
the higher-order energies is clearly illustrated in Figure 1 results in a potential curve that is apparently too deep with
for the water dimer. For this system, comparisons with both the repulsive wall and minimum moved inward. This
interaction energies calculated using CCSD(T) suggest thatpotential curve is quite similar to the SAPT curve. The best

that it s, iS @ good estimate of the higher-order energies. agreement with the CCSD(T) potential is obtained with the

The damped classical estimate of these energifsy e U@ [SAPT(DFT)HUC™)(KS) approximation, but this could

is clearly inadequate, being an order of magnitude smaller Pe due to the slow convergence of the CCSD(T) interaction

than thestf .. correction for energetically relevant center- €nergy with respect to basis set. . .
of-mass séparations. Also reported in Table 1 are interaction energies for the
An alternative to the above methods is to approximate Strongly polar hydrogen fluoride dimer and theQ+:-HsN -
UG-=) py the third-order induction energy and include the dimer in a weakly polar geometry. The hydrogen fluoride
missing terms of fourth and higher orders using the damped dimer is probably the worst case for perturbation theory. For
classical polarizable model, that is SAPT(DFT), U® constitutes only 83% of the reference

CCSD(T) interaction energy and includibf—)(KS) results

U™~ EQ) oot B class (23) in an improvement but still recovers only 91% of the
reference. On the other hand, using tm{resp estimate of
Here Ei(r‘};ﬁﬁc,ass is the damped classical induction energy higher-order energies results in a near perfect agreement with

summed from the second iteration onward (i.e., to conver- CCSD(T). In contrast, for the #D---HsN dimer, perturbation
gence). The third-order energies are expected to dominatetheory is rather rapidly convergent with®[SAPT(DFT)]
UG, so this approximation would include most of the and CCSD(T) differing by about 1% only. This good
overlap effects that are missing from the classical polarizable agreement is made slightly worse by the addition of the
model. The SAPT expressions fﬁﬁg,pol and Ei(r?c),vexch have higher-order energy estimates@$[SAPT(DFT)H 6::{: resp
been derive®38 but without the inclusion of orbital relax- and UP[SAPT(DFT)] + UG—)(KS) differ from CCSD(T)
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Table 1. Contribution of Third- and Higher-Order Corrections to the Interaction Energy for the Water, Hydrogen Fluoride,
Carbon Dioxide, and Benzene Dimers and the H,O---H3N and H,:--:CO Complexes®

method energy component (H20)2 (HF)2 H20-+-H3N (CO2)2 (CeHs)2 Hy:--CO
SAPT U@ —18.08 —15.59 —5.803 —7.05 -1.123
ES —0.80 -0.95 -0.017 -0.12 -0.018
Ointresp —-2.82 -3.14 —0.098 -0.23 -0.187
U+ 05t eep —20.90 -18.73 —5.901 -7.28 -1.310
SAPT(DFT) U@ —18.44 —15.38 —5.776 -5.72 -8.11¢ —1.066
ED o(KS) -1.20 -1.41 -0.027 -0.17 +0.294 -0.023
EATD ass —0.04 -0.02 0.00 0.00 0.00 0.00
U2+ E®) (KS) + B4 e -19.67 -16.81 —5.803 -5.90 -7.82 —1.090
UD+ 60 eep —21.26 —18.52 —5.874 —5.95 -1.253
CCSD(T) yeesom —20.45 —18.50 —5.694 —5.94a —7.57b -1.063

a Misquitta et al.12 Dispersion optimized basis augmented with mid-bond functions. ? Sinnokrot et al.3” Estimate of the complete basis set
CCSD(T) energy. ¢ Effl;p was calculated in a TZ/MC™ basis set , the rest of the interaction energy components in the Sadlej/MC™" basis set.
9 Computed using a Sadlej/MC™ basis set. € The first three dimers are at their equilibrium geometries, the benzene dimer is in the parallel
stacked geometry with a center-of-mass separation of 3.8 A. H,:--CO is in the linear geometry with C toward H, and a center-of-mass separation
of 7.8 au, and H0-+-H3N is in geometry (a) of Figure 5 from ref 36. As stated in section IlI, the induction energy, Ei(rf’(),ymt, is defined as the sum:
Ei(rf’[),vpm + Ei(rfc),yexch. Unless otherwise specified, interaction energies were calculated using the aug-cc-PVTZ/MC* basis, and molecular properties
needed for the damped classical model were obtained using the aug-cc-pVTZ/MC basis. All energies are reported in kJ mol1.

10

T y T - due to a severe overestimation of the dispersion energy made
«--<y? by the current implementation of SAPT.

1

! U UK The benzene dimer is a rather unusual system as the
L ::;’AP: Bintresp higher-order induction effects are positive in the stacked
A S ot ® CCSD(M) ! geometry. Due to its size, no SAPT calculation was possible
] for this system. Indeed, accurate reference energies for this
system are hard to obtain. The best reference energies
currently available are those from Sinnokrot efabbtained
using R12-MP2 energies together with a CCSD(T) correction
obtained using an aug-cc-pVDZ basis. Unfortunately, since
the MP2 interaction energy is particularly poor for this
! . ! ; system, being an overestimation by nearly 100%, the estimate

R/A of Sinnokrot et al. is probably in error by a few percent, and

we should keep this in mind in the following comparisons.
U®@ from SAPT(DFT) differs from the estimated CCSD(T)
interaction energy differ by-7%. On adding th&¢==)(KS),
this difference is reduced to only3%. The higher-order

Figure 2. Total interaction energies of the water dimer
obtained with SAPT(DFT) using different approximations to
the higher-order energies. SAPT and CCSD(T) interaction
energies are also shown. We have used the standard SAPT

definition of the interaction energy that includes the 6thresp contributions con§titute abqut 4% .of the total interaction
correction (see, for example, eqs 4 and 5 in ref 12). Al energy of the dimer. Basis set incompleteness effects,
calculations were performed using the aug-cc-pVTZ basis in estimated by Podeszwa et #are of the same magnitude
the MC* format. The dimer geometry is the same as used in but of opposite sign. Therefore, the higher-order contributions
Figure 1. to the interaction energy cannot be neglected in high-accuracy

. ) . calculations, even for nonpolar systems, particularly as it is
by 3% and 2%, respectively. Since these differences are smalpgcoming usual to estimate the complete basis set limit of
enough to be ascribed to basis incompleteness effects, W&y,4 interaction energies.

conclude that either estimate of the higher-order energies is

suitable for this system. The H:--CO dimer is the most weakly bound system

We now turn to dimers for which the induction energy included in Table 1. SAPT(DFT) gor;verges very quickly to
plays a relatively unimportant role. In Table 1 we report the CCSD(T) referent_:e energy with?) [SAPT(DFT)] f‘_nd
interaction energies for three such dimers: the carbon dioxide CCSP(T) being essentially equal ab¥[SAPT(DFT)H-UC )
dimer, the benzene dimer, and the-+CO dimer. Results  (KS) differing from CCSD(T) by only 3%. In contrady®-
are far more encouraging for the nonpolar dimers. For the [SAPT(DFT)H iy 5, Overshoots the CCSD(T) reference
carbon dioxide dimer, all estimates 0= are very small by 18%. The situation is worse for SAPT energidg®?-
but still constitute about 3% of the interaction energy. [SAPT] is already too negative by about 6%, and the
OnF opand UG—)(KS) are both about-0.2 kJ mot?, and inclusion of thedj; .., term makes the SAPT energy about
SAPT(DFT) interaction energies obtained using either esti- 23% too negative. Clearly then, in agreement with Patkowski
mate of the higher-order energies results in an interactionet al.?° the 65‘{,63‘] term is a very poor estimate of the
energy almost identical with the CCSD(T) reference. For this higher-order energies for this dimer. This is the only system
particular systemJ® from SAPT is too large in magnitude  for which we have found this to be the case though Patkowski
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et al? have found thatéﬁiresp behaves likewise for the involves polarizability tensors and multipole moments of the
argon dimer. unperturbed monomers (see ref 7 for a review). For large
From Table 1 and Figure 1 we see that for all of these molecules, these molecular properties must be distributed,
dimers, the damped classical estimate of the induction effectsthat is, expressed in terms of multiple sitessually chosen
above third OrderEi(:tg,odolclass is very small and could be to be the atomic centerso as to improve the convergence
neglected without a significant loss in accuracy. Thus our Of the multipole expansion. The distribution of the multipole

recommended approximation for the higher-order contribu- moments has been the subject of many decades of research

tions to the interaction energy of a dimer is (see refs 3 and 41 for reviews). The Distributed Multipole
Analysis (DMA) of Stoné? is widely used, and a recent
U(3_°°)%U(3_°°)(KS)%E-(3‘)M(KS) (25) modificatiorf® overcomes a shortcoming of the earlier
nd,to

method that arose when diffuse functions were present in
the basis. The problem of distributing the polarizabilities has
proved harder, and only fairly recently have methods become
available that are suitable for molecules of-ZBD atoms and
modern basis sets, while being general enough to be
applicable to frequency-dependent polarizabiliff&®.

The frequency-dependent polarizabilitysmm(w), can be

IV.2. Many-Body Induction. In the condensed phase of
water, the two-body interaction energies have been found
to account for only about 85% of the total interaction energy
per molecule3 The remaining 15% arises from many-body
nonadditive effects, that is, that part of the interaction energy
that cannot be represented by the sum of pairwise interac- | _ .
tions. This nonagditivity is responsible foFr) some of the defined in terms of the FDDS as
important structural properties of water and, in particular, _ LA A N3 By
has a large role to play in hydrogen bonding. The nonadditive (@) = ffa(r, F10)Qun(r) Q)T (26)
effects are even larger in small water clusters where they Real-space partitioning schemes have been based on ways
constitute between 17% and 30% of the total interaction of defining the multipole moment operators in the above
energy:>**These effects are expected to be equally important expression so that they act on finite regions of space, defined,
for polar molecules other than water and must be included for example, by using integration grf’(ﬂg;)r by Bader’s theory
in atom—atom potentials for organic molecules, which are of atoms in molecule¥ Both of these methods have
commonly very polar and often form hydrogen-bonded shortcoming® that make them unsuitable for practical use.
networks. In contrast, the distribution scheme of Misquitta and Stone

The perturbative treatment of nonadditivity is a complex focuses on a partitioning of the FDDS. The FDDS, as defined
field of research, and while there is a version of SAPT that by eq 5, cannot be directly partitioned as the molecular
includes the three-body nonadditivity (see ref 7 for a review), orbitals that appear in this expression are generally delocal-
the computational demands are so high as to preclude itsized. Rather, density-fittif§4°is used to simplify the form
applications to organic molecules. However, one of the major of the FDDS and then achieve the necessary—sitie
conclusions of accurate studies on water cludtetshas partitioning.
been that the bulk of the nonadditivity for polar systems can  |f the auxiliary basis set used to obtain the density-fitted
be recovered using the relatively simple damped classicalFDDS in eq 10 is partitioned into contributions from
polarization model (see ref 3 for a description). While the individual sites, that is{y} = {x, ¥, ..}, then the FDDS
exchange nonadditivity is not negligible for small clust&rs, can be written as
it is less important in relative terms for large clusters and

the condensed phase, because additional coordination shells a(rr'lw) ~ Zaa'b(ry r'lw) (27)

around any given molecule increase the dispersion, induction, a

and electrostatic energies but not the short-range contribu-here

tions like the exchange nonadditivity. o®5(r, r'|w) = & )y )y (r" 28
The damped classical polarizable model for a cluster of (r. ) pezqeb pel (" () (28)

molecules is again given by eqgs 21 and 22, but we now take _ . o o
into account all the molecules in the cluster. While the effect Finally, using eqs 27 and 26 the distributed polarizability
of the iterations in eq 22 is quite small for the two-body fOr Sites & b) is defined as
energy, iterations have a much larger role to play in larger ab; N _ ~ N
clusters of polar molecules. For example, in clusters of water Oy () = peazQGb Coal@INin Ny (29)
molecules optimized using the ASP-W4 poterifaderations . '
in eq 22 stabilize the dimer, trimer, tetramer, and pentamerwhere N, = [Qn(r — a)y,(r)dr, wherea is a suitable
by 2.5%, 6.0%, 10.4%, and 12.3% of the total interaction reference origin for site that will typically be taken to be
energy, respectively. These effects are clearly considerablethe nucleus.
Furthermore, without iterations, many-body contributionsto ~ The standard density-fitting procedtf#¢® involves the
the interaction energy above the 3-body energies are absentminimization of the function
(the (3+ m)-body terms arise at thath iteration of eq 22). . 1 . s a3
Work on organic crystals also indicates that iterations A= [ [Tou(ry) — Pu(rIl~lei(ra) = i, (r2)ldr,dr; (30)
contribute strongly to the lattice eneréfy. 1

IV.3. Asymptotic Induction Energies. The asymptotic ~ where the transition density, = ¢i¢, is approximated by
expansion of the two-body, second-order induction energy p, = > Di.kx For the method of distribution based on
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eq 29 to work, it has been shoffirthat the function to be dpo = ZzTgtaa%b Tﬁg (34)
minimized must be replaced by one involving additional @

constraints Pa - . . . .
where T, is the interaction tensdrwhich describes the

=,=A,— 7 ; S} z Dy, i 2 (31) intergction between a poin_t chg_rgeFaaEnd a muItipoIe_Q[
ab=a ca at pointa. The model polarizabilities,, are then obtained

. ) by minimizing the squared difference
wheren and 1 are constants empirically determined to be

about 0.0005 and 1000.0, respectively= [y«(r)dr, so S= ;(dPQ— aPQ)Z (35)
that the last term imposes the orthogonality of the occupied

. . ab
and virtual orbitals (cf. eq 9), an&;,"is the Coulomb  thig hrocedure is very accurate and leads to a compact
interaction between the contributions of the basis functions description of the polarizability, but the resulting polariz-
of sitesa andb to the transition density;, and is defined as ’

a

abilities are not always positive definite. This tends to happen
B )f)-b ) for ‘buried’ atoms, i.e_., atoms hidden under the van d_er Waals
EP = ff'”l—'”d3rld3r2 (32) spher(_e_s of ne|ghbor|ng atoms, a.md_could,.m pn_nuple,_lead
P to positive induction energies, which is physically impossible.
o o ) ] ] These unphysical terms can be avoided by using the
The distributed polarizabilities obtained using this con- mogels obtained using the localized polarizabilities from the

strained density-fitting procedure contain nonlocal terms, that -ynstrained density-fitting method as ‘anchor’ values and
is, terms involving pairs of distinct sites. In contrast to other minimizing

distribution methods, the nonlocal terms describing flow of

charge from site to site are very small (around2#nd 103 S= ;(dpQ — apo)’ + ;gkk(pk — PP — Pp) (36)
in magnitude) for all systems, irrespective of the type of

bonding involved. Nevertheless, nonlocal terms are best
avoided as they complicate the description unnecessarily. In
ref 45, the Le Sueur and Stone localization metAadas
used to transform the nonlocal terms into local polarizabilities
and remove the charge-flow terms altogether. The localiza-
tion by this procedure causes a deterioration of the conver-
gence properties of the model, because multipole expansion
are used to move the polarizabilities around. In principle,
this can increase the radius of divergence of the description
to be equal to the size of the molecule, thereby causing
significant losses in accuracy for large molecules. Thus, while
good results have been obtained for molecules like forma-

mide and urea, there is already an appreciable loss inV' S_ummary ) L .
accuracy foN-methyl propanamidé In this first part of our investigation, we have laid down the

In ref 45 it was suggested that the Williams and Stone theoretical framework for the accurate calculation of the

method* of obtaining local polarizabilities using a fit to the  induction energy of clusters of organic molecules.
point-to-point polarizabilities could be used to refine the e have broken away from convention by identifying the

polarizability model obtained from the constrained density- induction energy with theumof the secqnd-grder induction
fitting procedure. This can be done as follows. The point- energy as def'”eq through the polarization expansion,
to-point polarizability apo describes the response of the €MedEnapa, and its exchange counterpart, the exchange-

electrostatic potential at a poi@tto the frequency-dependent  nduction energyEmd(ﬁ)xch Thu(f), we d(e;?;me thenth order
potential produced by a unit oscillating point charge at point induction energy a&i, ot = Eing poi T Eind excnr This defini-

where thep are the parameters in the model, i.e., df§
defined above,pﬁ are the ‘anchor’ values, andw are
elements of a positive definite matrix that could be taken to
be diagonal.

This combination of the WilliamsStone and Misquitta

tone procedures will be called the WilliamStone-

isquitta (WSM) procedure. Initial results using the WSM
procedure have been very encouraging and have been
presented in a recent review artiéleMore extensive results
will be presented in part 2.

P and is given by the expression tion was _motivated by both theoretical and numerical
considerations.
Upo(®) = ff(l(f, r'|w)©P(r)©Q(r')d3rd3r' (33) . The t_wo-body induzction_ energy at _second order i_n the
interaction operatorEi(m)j,pol, is the most important contribu-
whereQP(r) = —aop/(4meo|P—r|) andOR(r) = —qo/(4€0|Q tion of the induction energy to the interaction energy of a

— r|). These polarizabilities are evaluated on a random grid cluster of molecules. We have presented a density-fitted form
of points typically between the vdw 2 and vdW x 4 of the SAPT(DFT) expression foEi(rf()jmI that is both
surfaces. These responses can be evaluated very efficientlyaccurate and computationally efficient. This is a natural
using the density-fitted form of eq 33 given in ref 45. For a extension of the density-fitting technique that one of us has
grid of N points, whereN is typically a few thousand, there used for the dispersion enefdy?and that has already been
are,N(N + 1) responses, which can be obtained in a single proposec-in a different form—by Hesselmann et af. As
calculation. In the original Williams and Stone method, a well as a reduction in the computational cost fr@m?Zn?)
model is postulated comprising polarizabilitie%“, wheret to O(n?) wheren, andn, are the number of occupied and
=00, 10, 1@, 10s, ..., . In terms of this model the responses virtual orbitals, respectively, and is the number of auxiliary
are given by basis functions, we gain by avoiding the computationally
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expensive 4-index Coulomb integrals needed to evaluate thefor the water dimer at its global minimum geometry.
original SAPT(DFT) expression. The new formulation has Therefore, using the damped classical model to estimate these
been implemented in the CamCASP progtamhich was energies would result in an error of about 9%, or about 1.8
used for all calculations d’Ei(ﬁ()jpol reported in this paper. kJ mol™, in the total interaction energy of the water dimer.

The two-body interaction energy has major contributions  However, the effect of the iterations can be quite large in
from energies of third and higher order in the interaction clusters of polar molecules. For example, the additional
operator. These higher-order energies are predominantlystabilization is about 12% of the total interaction energy for
induction in nature and can contribute as much as 17% of the water pentamé?. Iterations have also been shown to
the two-body interaction energy for hydrogen-bonded com- make major contributions to the lattice energy of organic
plexes. They have usually been estimated usingﬁﬂ’igsp crystals!® Therefore, we do recommend that the iterated form
correctiorf*718 which is cumbersome to calculate as it of the damped classical polarizable model be used in
involves a supermolecular HartreEock calculation of the  calculations involving polar clusters.
induction energy and a low-order SAPT calculation. We have  \We should perhaps emphasize that the higher-order

proposed that these energies be approximated using the thirdenergies aréarger in magnitude than the basis set incom-
order induction energy calculated using SAPT(KS), i.e., pleteness errors in the SAPT(DFT) calculations. Therefore
ES) o(KS). Since SAPT(KS) is the first step in a SAPT- these energies cannot be ignored in accurate calculations,
(DFT) calculation of the interaction energy, this entails little especially those attempting to estimate the complete-basis-
additional effort. set energy.

E()o(KS) has been shown to approximate the higher-  Our recommended expression for the total interaction
order energies rather well for non-hydrogen-bonded dimers, energy of a dimer calculated using SAPT(DFTis
where we get almost perfect agreement with the reference
interaction energies, but it underestimates them for hydrogen- ~ ED(KS) + ED (KS) + Ei(ri)j,tot"‘
bonded dimers. For example, the interaction energy calcu-
lated using this approximation is underestimated by around
4% for the water dimer and 9% for the hydrogen fluoride
dimer, both at their global minimum geometries. The Where ESY(KS) and EQ)(KS) are the first-order electro-
hydrogen fluoride dimer is probably the worst case for static and exchange energies, respectiv ,gp and
methods based on perturbation theory as higher-order enerEffigp’exch are the second-order dispersion and exchange-
gies are estimated to constitute about 17% of the interactiondispersion energies, respectiveﬁﬁgj’wt is given by eq 19,
energy at the global minimum geometry. For the non- andU®~) is approximated as in eq 25. This approximation
hydrogen-bonded dimers, the higher-order energies aredoes not include higher-order dispersion terms or nonlinear
smaller but still constitute about 4% of the interaction energy. induction effects. In Part 2 we will explore further ap-
Patkowski et af’ were led to similar conclusions in an proximations and also investigate the numerical issues
investigation of the SAPT interaction energy. associated with calculations of the induction energy of dimers

With the exception of the very weakly bound,:HCO and clusters of organic molecules.
dimer, for the polar and nonpolar dimers studied here, we
found that theé!?f’,esp correction provides a reasonably  Acknowledgment. A.J.M. would like to thank Girton
accurate estimate of higher-order energies. This conclusionCollege, Cambridge for a research fellowship. This research
complements that of Patkowski et4llt is quite possible ~ was supported by EPSRC grant EP/C539109/1. We are
that 6?:Eresp is indeed a poor estimate of the higher-order grateful to a referee for very insightful and helpful comments.
energies for very weakly bound dimers but might be more
reasonable for the more strongly bound dimers, whether polar References
of not. More data from a larger variety of systems will be

needed to test this conjecture.
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Abstract: In part 1 of this two-part investigation we set out the theoretical basis for constructing
accurate models of the induction energy of clusters of moderately sized organic molecules. In
this paper we use these techniques to develop a variety of accurate distributed polarizability
models for a set of representative molecules that include formamide, N-methyl propanamide,
benzene, and 3-azabicyclo[3.3.1]Jnonane-2,4-dione. We have also explored damping, penetration,
and basis set effects. In particular, we have provided a way to treat the damping of the induction
expansion. Different approximations to the induction energy are evaluated against accurate
SAPT(DFT) energies, and we demonstrate the accuracy of our induction models on the
formamide—water dimer.

. Introduction | U = EUKS) + ECLAKS) + E o+ ED+
In this paper, which is the second part in a two-part E®@ +UC (1)
exch—disp

investigatiof of the induction energy, we report methods
for developing models of the induction energy that are suit- whereE(}), (KS) andEL,, (KS) are the first-order electro-
able for applications involving organic molecules. In the first  static and exchange energies, feSpeCti\EﬂpandEgﬁcmisp
part of our study, which we will refer to as part 1, we set are the second-order dispersion and exchange-dispersion
out the theoretical framework for the calculation of the non- energies, respectively, a 2) o and UG=) were defined
expanded and expanded induction energies in a way that iSp part 1. The induction contribution to the two-body
suitable for clusters of organic molecules. We now use that interaction energy arises at second and higher orders in the
framework to develop the distributed polarizability models jnteraction operator. The most computationally efficient and
needed to model the induction energy in the condensed phas@ccurate method for the calculation of the two-body induction
and demonstrate how the refinement procedure described inenergy at second order is based on the recently developed
part 1 can be used to obtain polarizability models that com- symmetry-adapted perturbation theory based on density
bine accuracy and computational simplicity, making them fynctional theory, called SAPT(DFT)* or DFT-SAPTS
ideal for real-world applications, in particular those in the Higher-order induction energies form the bulk of the higher-
field of organic crystal structure prediction. order effects for polar molecules and can be very important
The dominant part of the induction contribution to the total for hydrogen-bonded dimers, where they can contribute as
interaction energy of a cluster of molecules arises from the much as 17% of the two-body energy. In part 1 we described
two-body interactions. In part 1 we argued that the SAPT- how induction contributions to the two-body energy that arise
(DFT) two-body interaction energy should be defined as  from terms of third and higher order in the interaction
operator can be approximated within SAPT(KS)Since a

* Corresponding author phonet-44 1223 336375; fax:+44 1223 SAPT(DFT) calculation of the interaction energy uses

336362; e-mail: ajsl@cam.ac.uk. energies computed within SAPT(KS), we are now able to
T University Chemical Laboratory. calculate accurate nonexpanded induction energies within one
* University College London. theoretical framework. Additionally, due to the modest
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computational resources needed for such a calculation, we

e o)
are able to apply these methods to dimers of small organic I aRN )L H3C\/U\ _CH
molecules. H NH, NH

1

What remains then is for us to model the induction energy

2 3
in a way that is suitable for calculations on clusters of polar
molecules. In such clusters, many-body induction energies _—0
can be almost as important as the two-body induction N\
}
4 5

energies. Both can be described using the damped classical

polarizable model,and in fact higher-order contributions

to the many-body energy can also be obtained from this

model. The latter, which can form as much as 12% of the Figure 1. Molecules used to test distributed polarizability
total energy of the cluster, are obtained from the classical models: (1) water, (2) formamide, (3) N-methyl propanamide
model by iterating the fields and the responses to the fields (N-MPA), (4) benzene, and (5) 3-azabicyclo[3.3.1]nonane-2,4-
to self-consistency (see section 1V.2 in part 1). dione(BOQQUT).

We need accurate molecular polarizabilities for the clas- features of basis sets that are needed to obtain accurate

sical polarizable model._Fo_r all but the smallest molecules, molecular polarizabilities and also SAPT(DFT) induction
they are needed in a distributed form. Recently two of us energies

have developed a method of obtaining distributed polariz-  the methods that we describe here for distributed polar-
abilities based on a partitioning of the molecular transition ;,apilities can be used to obtain models of varying complexity
densities using a constrained density-fitting technique that 5,4 accuracy. In section IV we assess these models for the
is both accurate and applicable to large molectilestef 8 nojecules shown in Figure 1, which have been chosen to
we observed that the accuracy of the model deteriorates if it ,royide a range of sizes and different types of charge
is simplified to include only local polarizability terms, that  gstribution. Benzene tests the modeling of the polarizability
is to omit terms involving pairs of sites. This deterioration ¢ conjugated systems, in contrast to the saturated hydro-
can be overcome by refining the polarizability model by the carhon functional groups. The other molecules give a range
method of Williams and StorfeThis two-step procedure has  of hydrogen bond donor and acceptor strengths: the imide
an advantage over the Williams and Stone method alone,has a plastic phai&indicating that the hydrogen-bonding
which can lead to unphysical nonpositive-definite terms. In in its ordered polymorphs is readily disrupted.
the combined procedure, such terms are completely removed | section V we discuss effects of penetration, truncation,
from the low-ranking polarizabilities and greatly reduced in and damping and propose a way to determine the damping
the higher-ranking terms. In a recent revieseme prelimi-  coefficient based on molecular ionization energies. In section
nary results of this WilliamsStone-Misquitta (WSM) VI we assess approximations for calculating the induction
procedure were presented, and in part 1 we gave itsenergies. Finally, in section VIl we conclude with a summary
theoretical basis in some detail. Here we describe the of the main results of this paper.
numerical details of the procedure and present extensions [.1. A Note on Notation. The notation we have used for
of the method that can be used to calculate local polarizability the induction energies defined within SAPT(DFT) is some-
models up to rank 2. Rank 1, that is, dipeldipole, what nonstandard. We have described it in some detail in
polarizabilities may be sufficient for calculations of moderate section Il of part 1, but the key ideas are summarized here
accuracy, but the higher-rank dipelguadrupole and quad- for convenience.
rupole-quadrupole terms are needed to achieve higher At ordern, there are two components to the induction:
accuracy. On the other hand, for applications that are sothe induction as defined through the polarization expan-
computationally demanding as to require a simpler model, sion!**2termedE{ ., and the exchange component of the
the WSM procedure can provide the best accuracy subjectinduction, termedEi(rr\%,exch In part 1 we defined theith
to such constraints. order induction energy as the sum of these contributions,

At short intermolecular separations the classical polarizablei.e., Efn o = Efpor T Emmexcn The reasons for this
model will be in error, and the difference between the definition, rather than the more conventional identification
nonexpanded induction energies calculated using SAPT-of Ei(rTZi,poI as thenth order induction, have been outlined in
(DFT) and the energies from the classical model will need section Il in part 1. In brief, our choice has been made
to be accounted for. Additionally, at short separations, the because Coulomb singularities in the interaction operator
classical polarizable model, which is based on a multipole mean that neitheEi(rTzi,pol nor Ei(:()j,exch are meaningful on
expansion, can result in divergent energies. This problem their own!34and the observation that the expanded induc-
arises quite often in the condensed phase. We have analyzeélon energy, termecEi(,TZ,Y oass AQrEEs best WitrEi(rT():i,tot as
the problems associated with short intermolecular separationsjefined here. Numerical evidence will be provided below.
in some detail and have tried to provide solutions to many
of them. Il. Displaying the Energies

This paper is organized as follows: In section 1l we A powerful way to understand the various models that will
describe a powerful graphical technique for displaying the be presented below is by mapping energies onto a suitable
model induction energies. In section Ill we discuss the surface around the molecule in question. Such a mapping
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Figure 2. Induction energy map and difference maps (kJ mol~1) arising from a charge g atomic units on the vdW x 2 surface
of formamide obtained using a rank 4 nonlocal polarizability description. In (a) is displayed the induction energy map obtained
using distributed polarizabilities calculated with the Sadlej basis set. Also shown are maps comparing the induction energies
obtained using distributed polarizabilities calculated with the (b) aug-cc-pVTZ and (c) aug-cc-pVQZ bases with the Sadlej-basis
energies.
can be most easily done if the energy probe has spherical
symmetry, and a convenient probe for the induction energy We generally need to supplement the basis sets used for
is a point charge. The maps in this paper show the induction SAPT(DFT) calculations with additional functions, while at
energies that result from a chargeon the chosen surface. 10ng range the multipole expansion can be used and all we
The SAPT(DFT) expression for the induction energy of a Need are basis-saturated molecular properties.
molecule in the field of a point charge is given by eq 17 in  lll.1. Basis Set Requirements for Molecular Polariz-
part 1. The induction energy of a molecule in the field of a abilities and Multipole Moments. The large size of even
point charge depends quadratically on the magnitude of thethe smaller organic molecules makes the use of basis
charge, and an appropriate valuecpheeds to be used in  sets higher than tripl§-quality hard to use on a routine
interpreting the energy scales in these maps. Settirgl basis. In fact, sufficiently accurate molecular polarizabilities
gives the response to a unit charge, but this is larger thanare obtained with the Sadlej basis!&étif used within the
typical local charges in a molecule, which are not expected linear response KohnSham DFT framework described
to exceed 0.& in section IV of part 1. As an example, consider the
The surface around the molecule is constructed as follows.formamide molecule. The induction map using distributed
If the required distance from atomis R (e.g., twice the  rank 4 nonlocal polarizabilities obtained with the Sadlej basis
van der Waals radius for the vdW 2 surface), then the is displayed in Figure 2, together with the corresponding
surface is defined byR, — Rg = 0, or equivalently by results for the aug-cc-pVTZ and aug-cc-pVQZ basis sets,
exp[—&(R. — R))] = 1, wheret is an arbitrary constant. We ~ displayed aslifferencemaps against the Sadlej basis results.
define the surface for the whole molecule By exp[—&(Ra As would be expected, the differences are very small for
— R)] = 1. The effect is as if we shrank an elastic the aug-cc-pVTZ basis, indicating that this basis is roughly
membrane onto the union of vdW 2 atomic surfaces, more  €duivalent to the Sadlej, at least for calculations of the
or less tightly depending on the value®fthe intersections ~ induction energy. The differences are somewhat larger for
between the vdW surfaces of neighboring atoms are smoothedh® aug-cc-pVQZ basis, but, even in this case, the largest
out. A value of& = 2 has been used for the maps shown difference is around 1B kI mol? which is an order of
here. The SAPT(DFT) maps were generated using the Magnitude less than the actual energies. For a more realistic
CamCASP progrart and the maps using distributed po- charge of 0.5 units, the maximum difference would be about
larizabilities were generated with therR@NT program, 0.4 kJ mof™.
version 4.6 We conclude that the Sadlej basis sets provide a very good
The van der Waals radii prescribed by Bofidiave been ~ compromise between size and accuracy for our purposes.
used for all but the hydrogen atoms that can form hydro- They have been optimized for molecular properties but are
gen bonds, which have their radii set to zero in order to about half the size of the equivalent aug-cc-pVTZ Dunning
reflect better the small interatomic distances associatedbasis sets, thus significantly raising the limit on the size of
with hydrogen bonds. The surface is then approximately molecules that can be used in such calculations.
the surface of contact for neighboring non-hydrogen  As explained in section IV of part 1, we use density-fitting

atoms. techniques in our calculations of the nonexpanded induction
energy and distributed polarizabilities. As yet, there is no
I1l. Choice of Basis auxiliary density-fitting basis optimized for the Sadlej basis,

We will discuss the basis set requirements for obtaining so in view of the similarities between the Sadlej and aug-

accurate molecular properties and accurate SAPT(DFT)cc-pVTZ bases we have used the aug-cc-pVTZ auxiliary

energies separately, because the requirements for large antasis instead. We have confirmed that this is a good choice
small intermolecular separations are generally quite different. by carrying out extensive tests of molecular properties and
At short range orbital overlap effects become important and interaction energies.
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Figure 3. Formamide water dimer geometries used in this
paper. Geometry (a) emphasizes the hydrogen oxygen
contacts and geometry (b) emphasizes the contacts between
the heavy atoms. The radial minima in the interaction energy
for geometries (a) and (b) are at approximately 4 and 5.5 bohr,
respectively.

®)

ol L.
[Il.2. Basis Set Requirements for the SAPT(DFT) > R(C...O6w)/bohr 7

Induction Energies. Monomer basis sets of triplgquality

are generally suitable for accurate SAPT(DFT) induction Figure 4. The effect of far-bond functions on the second-

energies if the intermolecular separation is large and overlapand third-order induction energies, respectively, for the for-

effects are negligible. Basis sets with functions located only Mamide—water dimer. See Figure 3 for a description of the

on the atomic sites of the monomer are said to be of the dimer geometries.

‘monomer centered’ or MC type. For intermediate and short

molecular separations where overlap effects are significant,total interaction eneraies near the MINIMUM-eneray senara-
basis-converged SAPT(DFT) energies are obtained only with . 9 . gy sep
. . . tions for the two configurations. These are not small effects
basis sets supplemented with functions located on the nuclei . . i
. ' . and cannot be ignored in accurate studies. Perhaps more
of the interacting partnef8.These are the so-called ‘far- . . ; o
bond’ functions which typically comprise just tleeand p |mp0rtantly from the point of view of geometry optimiza-
tions, the MC basis sets result in deeper wells and smaller

symmetry functions of the interacting monomer. To saturate __ . ) . :
) : . .~ radial separations, particularly for the hydrogen-bonding
the dispersion energy, a further small set of functions is geometries

needed in the region between the interacting moleetiles ) ) .
The above picture remains the same if the aug-cc-pvVTZ

the so-called ‘mid-bond’ functions. The resulting basis set o ! ; . . .
is said to be of the MC type, where the+" sign indicates basis is used in place of the Sadlej basis. The differences in

2 3 .

the presence of the additional basis functions. Although the Eiiior @nd Eiii o calculated using these two bases are
mid-bond functions have a negligible effect on the induction already small (though not negligible) for the MC basis type,
energies, we will include them in all SAPT(DFT) calcula- &nd with the MC type, the aug-cc-pVTZ and Sadlej bases
tions, for consistency with later work. yield essentially the same energies. We should emphasize

The effect of the far-bond functions on the polarization Nere that this does not mean that theal interaction energy
expression for the induction and exchange-induction energiestan be calculated using the Sadlej/Mtasis. This is because
individually is rather dramatié® At the minimum-energy the basis incompleteness error in the second-order dispersion
intermolecular separation, these energies can increase irf"€rgy may not be negligible in this badis.
magnitude by 2 orders of magnitude upon inclusion of the

far-bond functions; buk{y, ., is significantly quenched by  IV. Which Model?

Ei excn At every ordem.?! Consequently, as discussed in  With the current version of the CamCASP program, distrib-
sections Ill and IV.1 of part 1, it is more useful to consider uted nonlocal polarizabilities can be calculated up to rank 4

(% tor the sum of these two energies at each order. using the constrained density-fitting algoritimif the

In Figure 4 we displa§®), ,, andES) ., calculated using  molecule containsns sites andlmax is the highest rank
the Sadlej basis in MC and MCbasis types for the included, the nonlocal polarizability model contaiﬁtﬁnﬁ
formamide water dimer. The MCenergies are uniformly 12 3 polarizability components. This can be many thou-
larger in magnitude (more negative) than the MC results. sands for a rank 4 description of a molecule like BOQQUT,
Near the minimum-energy separations, the difference be-which contains 22 atoms. The computational cost of using
tween the MC and MC results for geometry (a) is about 1 such a polarizability model is already quite high for a pair
kJ mol? for Ei(ﬁc),vtot and 0.7 kJ mot' for Ei(rfc),ytor For of interacting molecules. For a cluster of molecules, a model
geometry (b) the corresponding differences are about 0.5 andof such complexity could be impossible to use. However,

0.2 kJ mot™. These changes constitute around 6% of the
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Table 1. Maximum and rms Differences between the We can obtain more accurate local models by refining the

Model and SAPT(DFT) Second-Order Induction Energies results of the Le Sueur and Stone localization procedure, as

of the Molecule Interacting with a Unit Charge on the vdW described in section IV.3 of part 1. For this refinement, which

x 2 Surface? is the last stage in the WSM procedure, we need to choose

formamide N-MPA benzene  BOQQUT the coefficientgu, in eq 36 in part 1, which determine the
model  max rms max. rms max rms max rms weight given to the ‘anchors’ of the polarizability values.
We have found that the following values lead to accurate

NL1 540 279 763 395 535 384 7.35 493 models while minimizing the occurrence of unphysical terms:

NL2 148 048 1.42 057 1.60 066 1.92 0.78

NL3 057 027 036 0.17 0.30 019 054 0.15 Ok =0ifk=K

NL4 056 0.26 037 017 027 017 057 0.14

L1 393 1.90 556 230 334 198 508 235 _J10°® if ke {10, 1C;, 10s}

L2 6.85 137 4.66 202 371 174 7.90 175 %10  otherwise (2)

L1,wsm 348 135 232 074 298 158 248 0.82

L2wsw 114 027 129 021 069 025 227 023 The dipole-dipole polarizabilities from the constrained

L2ilwsm 118 034 099 034 067 042 148 032 density-fitting and Le Sueur and Stone procedure are usually
ad"\l'L’]]’ deI?OteZta' ”0(;"00_3' Thf’dﬁ' OSf rank ”vd‘LS’t" deg‘:tes I‘?‘ 'C:_Ca' quite accurate, so they are used as anchor values and given

mgtheoci e 7&&';? donoes feﬁ#:;r sl e e nonzero weight, while the higher ranking polarizabilities can

obtained using the WSM procedure. The mixed-rank descriptions are be quite poor and are given zero weight in the WSM

denoted by ‘L2/L1'. This means we have used a rank 2 local procedure. The accuracy of the polarizability descriptions

description on the heavy atoms and a rank 1 local description on the obtained from the constrained-DF method varies considerably

hyd toms. All diff ted in kJ mol ™. : . ; . :
yerogen atoms ierences are reported in & mo with molecule size, so a system-dependent weight might yield

dramatic simplifications in the polarizability model can be better results. While the above choice of the weights has
made without significant losses in accuracy, using the been found to be appropriate for all the molecules studied
localization techniques described in section 1V.3 of part 1. in this work, it is possible that there will be exceptions which
In Table 1 we report the maximum and rms errors made will require another choice. In general, the errors made by
by several polarizability models in reproducing the induction the models in reproducing the point-to-point polarizabilities
energies of a molecule with a unit point charge placed on or the induction energy with a point charge (see below)
the vdW x 2 surface (as described in section Il). Notice should be monitored. As a rule of thumb, the maximum and
that the exchange part is zero in this case, because the pointms errors in the point-to-point polarizabilities as percentages
charge carries no electrons, so we are studying the ability of the rang&should be less than 6% and 0.2%, respectively,
of distributed polarizability models to reproduEgg po. The for a rank 1 model and less than 2% and 0.05% for a rank
exchange part is not negligible in general, but it is short- 2 model.
range in form and cannot in any case be described by a From Table 1 we see that the WSM rank 1 local models

classical polarizability model. are already rather good, with maximum and rms errors of

The rank 1 nonlocal models are clearly inadequate, with around 3 and 1 kJ mo}, respectively, for unit probe charge.
maximum and rms errors in the range 8 kJ mol? or, for At rank 2, the WSM models are good for all molecules. In
a more realistic charge of Ge5between 1 and 2 kJ mdl all cases, the rms errors are only a few tenths of a kJmol

These errors are dramatically reduced in the rank 2 nonlocalMaximum errors are somewhat larger at aroune21kJ
models and are still better for the rank 3 models for which mol~. These are all for unit charge and would be smaller
the errors are only a few tenths of a kJ molThe rank 4 by a factor of 4 or so for a more realistic charge.
nonlocal models offer negligible improvements over the rank  In Figure 5 we show difference maps of the induction
3 models. energy of the formamide molecule in the field of a unit point
Curiously, at rank 1, the Le Sueur and St&rdecalization charge, computed using the nonlocal models, local models,
technique results in local models that anere accuratehan and WSM local models, respectively. The large errors in the
the nonlocal models they were constructed from. At present nonlocal rank 1 model, particularly near the oxygen and the
we do not understand why this is so. It is surprising because,polar hydrogen atoms, are quite clearly displayed. These
as has been mentioned earlier, the Le Sueur and Stoneerrors are reduced in the rank 1 local model and are still
localization procedure uses truncated multipole expansionssmaller in the WSM rank 1 local model. The largest residual
to transform the nonlocal terms away, a procedure which is errors always seem to occur in the same regions, perhaps
expected to cause a deterioration in the convergence properindicating the need for higher ranking polarizabilities on
ties of the model by increasing its sphere of divergence. some sites than on others. At rank 2, the nonlocal model is
At rank 2 we see that the Le Sueur and Stone procedurein almost perfect agreement with SAPT(DFT), but the local
does indeed lead to a deterioration compared with the model obtained using the Le Sueur and Stone localization
nonlocal models. While the rms errors are slightly improved method exhibits rather large deficiencies near the polar
over the rank 1 local models, with the exceptioNamethyl hydrogens. These are removed in the WSM rank 2 local
propanamide, the maximum errors are much larger, being model which is comparable in accuracy to the rank 2 nonlocal
in the range 48 kJ mol?, or, for a charge of 0& 1—2 kJ model.
mol~1. These errors are probably too large for most applica- By and large, the behavior of the polarizability models
tions. for N-methyl propanamide, benzene, and 3-azabicyclo[3.3.1]-
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Figure 5. Difference maps of the induction energy (kJ mol~?1) arising from a charge g atomic units on the vdW x 2 surface of
formamide using distributed nonlocal description of ranks 1, 2 and 3, distributed local description of ranks 1 and 2 obtained from
the nonlocal models using the Le Sueur and Stone localization technique,?® and WSM distributed local descriptions of ranks 1
and 2. The differences are taken against SAPT(DFT) second-order induction energies obtained using a molecular description
with the Sadlej/MC basis set.

nonane-2,4-dione (BOQQUT) are similar to those for for- chosen at random and did not respect the symmetry of the
mamide, so we will comment only briefly on the models molecule. The asymmetry could have been avoided simply
for these systems. The SAPT(DFT) induction energy maps by ensuring that the parameters of the polarizability model
and difference maps for the WSM rank 1 and rank 2 local were correctly symmetrized, and we normally do this, but
models for these molecules are displayed in Figure 6. It is the use of unsymmetrized parameters allowed us to assess
clear that the WSM rank 1 local models consistently the quality of the grid, by determining how large the grid
underestimate the induction energy arising from a point needed to be before the asymmetry was numerically negli-
charge, while the WSM rank 2 models offer consistently gible. For BOQQUT, a grid of 2000 points, or over 2 million
higher accuracy. This underestimation is notably severe for point-to-point polarizabilities, proved to be adequate. The
the benzene molecule, because therbitals need to be calculation of the point-to-point polarizabilities needed less
described by rank 2 polarizability terms. than 2 h of CPUWime on a single processor. This is due to

More accurate models are possible, but only if we are the computational efficiency of the density-fitting-based
willing to accept the presence of unphysical terms. Even in algorithn? that has been implemented in the CamCASP
the present models, some of the quadrupgjeadrupole progrant® and used for the point-to-point polarizabilities.
polarizabilities violate the requirement of positive-definite-
ness, but, in the absence of any constraints, even the dipole V. Penetration, Truncation Errors, and
dipole terms are not always positive-definite. Damping

The distributed polarizability calculations on BOQQUT The multipole expansion provides us with a computationally
brought to light a potential problem with the WSM procedure efficient means of calculating the induction energy. However
as currently implemented. BOQQUT is a fairly large the resulting energies will be in error for a number of reasons,
molecule and possesses a plane of symmetry. We firstwhich must be addressed if we are to ensure accurate
calculated refined polarizabilities for this molecule using interaction energies.
point-to-point polarizabilities calculated on a grid of 1000 (1) The multipole series are expansions in inverse powers
points. The resulting rank 2 local model significantly broke of the intersite distancBa,, so they diverge when the sites
the symmetry of the molecule, because the grid of points coincide. The multipoles and polarizabilities that appear in
used for calculating the point-to-point polarizabilities was the damped classical polarizable model (egs 21 and 22 in
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Figure 6. Induction energy maps and difference maps (kJ mol~1) with the Sadlej basis arising from a charge g atomic units on
the vdW x 2 surfaces of the N-methyl propanamide (top row), benzene (middle), and BOQQUT (bottom) molecules. The induction
energy maps have been obtained using SAPT(DFT). The difference maps for the WSM rank 1 and rank 2 local polarizability
models have been taken against the corresponding SAPT(DFT) second-order induction energies obtained using molecular
descriptions with the Sadlej/MC basis set. The scale used for the difference maps is the same for all three molecules and is
shown for N-methyl propanamide only.

part 1) treat the electron charge distribution as if it were this comparison is quite straightforward for the electrostatic
concentrated at the local origin. That is, the finite extent of energy’ it is much less straightforward for the induction
the charge distribution is neglected and orbital penetration energy, because it is not immediately clear which SAPT-
effects are absent. The exchange part of the induction energyDFT) energies we should be using as a reference.

is also absent from the multipole expansion. These features |t has generally been assumed that the expanded induction
result in a ‘penetration error’. The true damping function  energies approximate the induction energy from the polariza-
if one could be foundrwould account for this error. tion approximation. After all, the former is derived from the

_For the second-order two-body induction energy, the |5ier by using the multipole-expanded form of the interaction
divergence occurs at small enough intersite distances that 'toperator%“ For example, in the absence of iterations, the

can be ignored, except for Monte Carlo simulations where a expanded induction energieE-(z) have been ex-
trial step is taken without regard to energy. Nevertheless, ted t e 'I”Zd""c'as;;’h di .
when iterations are included in the damped classical polariz- pected 1o approximateting oo rom: the discussion n

able model (part 1, section IV.2) the role of the damping sectign IV.1 of part 1 and section IlI, it ShOL;|d come as no
becomes more important. This can be seen from eq 22 inSUTPrise that this is generally not the CakE) olass OCS
part 1, for at thamth iteration, the expression involves the indeed approximateE(y ., rather well if medium-sized
product of m + 1 damping functions. The number of Monomer basis sets are usethis is because the spurious
iterations needed for convergence increases as the intersitéunneling effects discussed in section V.1 of part 1 and,
distance decreases, so the cumulative effect of the dampingconsequently, the exchange-induction energies are small for
increases. such basis sets. However, when large monomer basis sets
(2) Additionally, in practice, the multipole expansion must are used, and especially with the NMasis type, the
be truncated at a low rank. This introduces a ‘truncation spurious tunneling effects are quite large and result in large
error’, (negative) values foEmd’pol. In such a case, IS also
These sources of error need to be accounted for in accuratdéarge (and positive) and quenchéﬁdypoI guite substantially.
calculations of the interaction energies. This can be done These tunneling effects are completely absent from the

using comparisons with the nonexpanded energies. Whileexpanded form of the induction energy based on eq 21 in
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suggests that increasing the rank above 4 will not improve
@ the description significantly. Therefore the residual difference
must be due to orbital penetration (a positive energy
L e ]| ] difference) and the divergence of the multipole expension
O ONA at short-range (a negative energy difference). Being of
opposite signs, these two effects partially cancel. For
geometry (a), the relatively small charge density on the
hydrogen atom and the small intersite distance means that
the divergence of the multipole expansion is the dominant
effect and the rank 4 nonlocal model needs net damping;
but for geometry (b), the opposite is the case, and the rank
4 nonlocal model needs a net enhancement at short intersite
(b) - separations.
. The rank 1 and 2 local models behave in a similar manner.
i However, while all three models result in similar energies
for geometry (a), the rank 2 model is substantially better
than rank 1 for geometry (b). This probably indicates the
importance of higher ranking terms in the polarizability
description of the heavy atoms.

We now turn to the issue of damping. As has been
mentioned above, the damping function has to account for
penetration effects and eliminate the divergence of the
multipole expansion that occurs at small intersite distances.

Ao A L1,WSM
A——A L1,WSM damp | —|
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Figure 7. Errors in the expanded induction energy for the
formamide—water dimer. The energy difference plotted on the

y-axis is defined as AE = EZ 4 qass — Eifiop SO @ positive
AE means that the expanded energies are not attractive
enough. The SAPT(DFT) E ., energies have been calcu-
lated with a Sadlej/MC* basis. Results are displayed for two
relative orientations of the formamide and water molecules
as described in Figure 3. The dotted vertical lines mark the
approximate minimum-total-energy separations. Notice that
the damped and undamped rank 1 curves for geometry (b)
are almost identical. All local polarizability models have been
obtained using the WSM procedure.

part 1. At present we cannot tell whether it is more

appropriate to compare ,nd cH;lasswnh EZ por Calculated in

These two effects are of opposite signs and very likely
depend differently on the intersite separation, as is the case
for geometry (b) in the formamide water example. In
practical applications the damping function must also
compensate for truncation effects, which can complicate the
picture quite substantially, as we have seen from the above
example. It is unrealistic to expect to find a universal
damping function capable of accounting for all these effects.
The damping function will have to depend on the sites
involved and will probably have to be larger than unity at
intermediate distances, where enhancement is needed to
account for truncation and penetration effects, and less than
unity at short distances, to cancel out the short-range

the monomer basis set, or Wit 4ov that is, the sum of  divergence of the multipole expansion. Such a function has
E® a.pol @Nd EInd oxcn Calculated with the MC basis set. The  been proposed for the dispersion enettiyut to the best of
former will include some spurious effects; in the latter they our knowledge, not for the induction energy.
will be larger but partly cancelled out. We are currently  We believe that the best we can do at present is to damp
investigating this question, but for the present work we use out the short-range divergence of the multipole expansion.
the latter choice in the comparisons of the expanded modelsThis is especially necessary in calculations of the induction
below. energy of clusters of polar molecules. Intersite distances can
We now illustrate the points discussed above with the be quite small in such clusters, because cooperative induction
noniterated induction energies, i. &2 calculated

nd,d—class
for the formamide-water dimer using the Sadlej/MGasis

effects can be quite large and compensate for the unfavorable
exchange energies associated with small intersite distances.
In such cases, an undamped multipole expansion will result

set. Figure 7 shows the energy differenSg = EZ 4 qjass
El(r?c)i o The two dimer geometries used, though some- in nonsensical induction energies, particularly when iterations
what artifical, serve the purpose of representing the two main are included in the evaluation of eqs 21 and 22 in part 1. A
types of intermolecular interactions: geometry (a) is a convenient choice for the damping functions are those due
hydrogen-bond-like interaction with the hydrogen on water to Tang and Toenniéswhich have had the greatest success
making close contact with the oxygen on formamide, and in the generation of high-accuracy potentials for small
geometry (b) is a nonpolar interaction with the oxygen on dimers. This will leave a residual error arising from trunca-
water in close contact with the carbon on formamide. First tion and penetration effects which can, in principle, be
we focus on the results without damping. The rank 4 nonlocal accounted for using an overlap model.
model provides an excellent description for both geometries, We are then led to the problem of determining the damping
with energy differences less than 0.2 kJ midbr physically factor to be used in the damping functions. It is often
relevant intersite separations. The rank 3 nonlocal model (notassumed that the damping factor can be determined by a
shown) gives very similar results to the rank 4 model, which comparison of the expanded and nonexpanded energies.



Induction Energies for Small Organic Molecules. 2 J. Chem. Theory Comput., Vol. 4, No. 1, 200%

Given the observations of the above paragraphs, such a However, there will be molecules for which a single
comparison is fruitless as it would suggest an antidamping. damping factor may be too simplistic. Our definition f

An alternative procedure has been to use the exponentialinvolves the ionization potentials of the molecules. For a
parameter in the BoraMayer term from a fit to the exchange large molecule, with very different functional groups, it may
energies as the damping parameter. This could, in principle,be necessary to use a different ionization potential for each
be done on a sitesite basis to obtain damping parameters of the functional groups. This would then lead to a damping
that depend on the pair of sites involved. The argument for factor that depended on the pair of interacting groups. We have
this approach is that the exchangepulsion and damping  not yet investigated such a possibility.

are both consequences of the wave function overlap. Perhaps |n the formamide-water example, using ionization poten-

a simpler method of determining the damping facfr tials of 0.375 au and 0.464 au for formamide and water,
though one that depends only on the interacting moleculesrespectively, we obtaiff = 1.83. From Figure 7 we see that
and not on the individual interacting sites, is based on the after damping all models exhibit a positive energy difference
considerations presented in Chapter 6 of ref 24 and goes asyhich is a combination of penetration effects and truncation
follows: The potential due to the electronic density of a grrors, From the modeling point of view, their uniformity

hydrogen-like atom with wave functiop(r) = v o’z e makes these differences simpler to handle than those made
is by the undamped models. For example, as suggested in ref
7, the overlap modé& could be used to model the residual
v(r) = — 1 + efzar(a + }) ©) energy diﬁerenges. We' are currently yvorking on a methodol-
r r ogy to make this possible on a routine basis.

The first term in this equation is the multipole expansion of ) )
a spherical electron cloud and the second is the penetration¥!- Approximations

correction. This potential can be rewritten as The many issues discussed in the preceding sections are
important in high-accuracy calculations of the interaction
v(r) = — %fl(zar), wheref,(20r) =1 — e (1 + ar) (4) energy. However, for many applications, it may be sufficient

to achieve a moderate accuracy. Indeed, for large systems,
some of the prescriptions given above may not even be
feasible due to lack of computational resources. Here we
discuss the approximations most useful in calculations on
large systems and test their accuracy.

VI.1. Calculating EZ) ., and E&, ., Using a Monomer
Jar 5 Basis. In section Il we have argued that the ‘far-bond’
®) functions that are part of the MCtype of basis should be
¢ used in order to obtain basis-saturated induction energies.
Since the far-bond functions are placed at the locations of
the nuclei of the interacting partner, this means that thee MC

so thatf; is the damping function that correctly incorporates

the penetration effect. This result can be plausibly, though
not rigorously, generalized to an arbitrary wave function by
using the asymptotic form of the wave functtén

y(r)—e

wherel is the vertical ionization potential. We now see tha
the damping factor should be

f= 221 (6) basis set depends on the dimer geometry. This in turn means
that the calculation of the Hessians (eqs 7 and 8 of part 1),
where everything is in atomic units, gais in bohrt if | is which is the most computationally expensive step in the

in Hartree. For most organic molecules, this results in an €valuation of the induction energy, needs to be repeated for
atom-atom damping function with a damping constant €ach dimer geometry. This can be computationally prohibi-
between 1.9 and 1.7. For mixed dimers, we suggest usingtive and would be avoided if the monomer basis (MC) were
the damping factor3 = m + \/2_|B_ This choice is 0 be used. Furthermorg, there is gqod_ <_avidence to suggest
plausible as it is the coefficient &in the exponential factor  that the MC" basis type introduces significant errors in the
of the density-overlap function. first-order energie® for which the MC type should be used.
There is reason to believe this is a good choice for the The first-order energies are reasonably well converged with
damping factor, but there may be cases for which the issuethe Sadlej/MC basis set. The problems lie with the second-
of damping will have to be re-examined. Numerical evidence order energies. Both the induction and dispersion energies
from calculations of the induction energy of organic crystals are insufficiently converged in this basis. As we saw in
indicates that above damping factor is not only appropriate section Ill, the so-called mid-bond basis functions that are
but also essential when the rank 2 models needed for highincluded in the MC basis type are needed to obtain basis-
accuracies are used. Welch ef@have observed that without  converged dispersion energies. Like the far-bond functions,
damping the small intersite distances present in some organidhe mid-bond basis functions also make the basis set
crystals can lead to very large and unphysical crystal dependent on the dimer geometry. Neglecting the mid-bond
induction energies. However, using the above damping factor functions will introduce significant errors in the dispersion
leads to a rational progression of the crystal induction energy energy which will complicate the discussion of the induction
with rank of the polarizability description. As would be energy calculations. Therefore, for the purposes of the present
expected, damping has the largest effect on the higherpaper, we will avoid discussing the basis convergence issues
ranking models. associated with the dispersion energy by using dispersion
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Figure 8. Total interaction energies for the formamide—water
dimer using different basis sets. U?and U® are the total
SAPT(DFT) interaction energies up to second and third order,
respectively. Calculations have been performed using the
MC* and MC basis types. The latter basis has been labeled
as ‘MC* because, for reasons explained in the text, the
dispersion and exchange-dispersion energies have been
calculated using the MC* basis. The U@ and U® potential
curves with the MC* basis are very similar, so, for clarity, only
the latter are displayed. Results are displayed for two relative
orientations of the formamide and water molecules as de-
scribed in Figure 3. For geometry (b), the U® aTZ/MC* curve
is almost obscured by the U@ Sadlej/MC* and U® Sadlej/

Figure 9. Total interaction energies for the formamide—water
dimer. U@ and U9 are the SAPT(DFT) interaction energies
at second and third order. Approximations to U® are labeled
U3/ Ln,wsm,(damp). This notation means that the SAPT(DFT)
induction energies have been replaced by the induction
energies obtained from a damped classical polarizable model
with iteration, using a distributed polarizability model of rank
n on both molecules. Results are displayed for two relative
orientations of the formamide and water molecules as de-
scribed in Figure 3. For geometry (a), the U®/Lnwsm and
U3/Ln,wsm,damp curves are just above the U® and U@
curves, respectively. For geometry (b), damping has almost
no effect on the energies, so the damped and undamped

MC™ curves. Lo R
curves are indistinguishable. All local polarizability models
energies computed using the Sadlej/MBasis. We will have been obtained using the WSM procedure.
denote the basis types for these mixed basis calculations by
‘MC*. VI.2. Neglecting the Higher-Order Two-Body Energies.

In Figure 8 we display total interaction energies for the The calculation of the higher-order energies using eq 25 in
formamide-water dimer obtained using different basis sets. part 1 is the most time-consuming part of a SAPT(KS)
For the MC* basis type only th&l® potentials are shown, calculation. Its computational scaling is dominated by the
sinceU® ~ U® for this basis type. This is becausf) . is evaluation ofE() ., [KS] which scales a©(nZnS), where
negligibly small when computed using monomer basis sets, o andn, are the number of occupied and virtual orbitals,
as should be apparent from FigureU® from the Sadlej/ respectively. From the discussion in section 1V.1.2 of part 1
MC* basis results in potentials that are consistently too we know that the higher-order energies cannot be neglected
shallow, particularly for the hydrogen-bonded geometry (a). in systems that exhibit strong hydrogen bonds, such as water
A considerable improvement is obtained if the aug-cc-pvTZ/ and hydrogen fluoride, but their effect is far less in other
MC* basis is used. For both geometries, this basis gives Systems and may even be negligible. In Figure 8 we display
potential curves in good agreement with tH& potential total interaction energies for the formamid@ater system
obtained with the Sadlej/MCbasis set. Therefore the aug- in the two representative geometries used in earlier discus-
cc-pVTZ/MC* basis is a viable alternative to the dimer- Ssions. In geometry (a), the hydrogen-bonded geometry, the
geometry dependent Sadlej/M®asis. U® potential curve is deeper thad®. Using the U®

It must be borne in mind that the aug-cc-pVTZ/MChbasis potential curve would result in a slightly longer formamide
is twice the size of the Sadlej/MC basis and larger even thanwater bond, but the errors are not large and could well be
the Sadlej/MC basis. Therefore, while the aug-cc-pvVTz/ acceptable in calculations of moderate accuracy.

MC basis allows fairly accurate induction energies to be  The situation is far better for the non-hydrogen-bonded
evaluated for all dimer geometries using Hessians calculatedgeometry (b). Here th&® potential curve is only slightly
just once, it does entail a significant increase in the deeper tharu®, which could be used with almost no loss
computational cost of evaluating the Hessians. in accuracy.
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Table 2. Contribution of Third- and Higher-Order Corrections to the Interaction Energy for the Water, Hydrogen Fluoride,
Carbon Dioxide, and Benzene Dimers and the H,O---H3N and H,:--:CO Complexes?

(H20), (HF)2 Ha+-HsN (COu):2 (CeHe)2 Hp-+-CO
E®) SAPT(DFT) —5.164 —6.687 —0.479 —0.866 —0.885 —0.122
E? . /L1,wsm,damp —3.932 —4.268 —0.361 —0.358 —0.599 —0.073
E2 /L2,wsm,damp —4.507 —5.303 —-0.357 —0.474 —0.710 —0.080
E? /NL4,damp —5.051 —5.647 —0.420 —0.619 —0.754 —0.081

2 The first three dimers are at their equilibrium geometries, and the benzene dimer is in the parallel stacked geometry with a center-of-mass
separation of 3.8 A. H,++-CO is in the linear geometry with C toward H; and a center-of-mass separation of 7.8 au, and H,O-++HsN is in geometry
(a) of Figure 5 from ref 31. L1,wsm and L2,wsm denote damped, noniterated, classical induction energies evaluated using local rank-1 and
rank-2 polarizabilities refined using the WSM procedure, and NL4 denotes damped energies obtained from nonlocal rank-4 polarizabilities.
Molecular properties needed for the damped classical model were obtained using the aug-cc-pVTZ/MC basis. All energies are reported in kJ
mol~1,

VI.3. ReplacingE®?) o, and E) o bY Eingd-ciass. AN polarizability of benzene can be obtained with rank 1
approximation that is commonly used is to avoid calculating polarizabilities on the hydrogen atoms and rank 2 terms on
the nonexpanded induction energies altogether by using thethe carbon atom$For large, compact molecules, it may be
expanded induction instead. From Figure 7 it should be desirable to simplify the polarizability model by reducing
apparent that this approximation would be rather good if the the rank of the description of those atoms hidden under the
undamped rank 4 nonlocal polarizability description were van der Waals spheres of neighboring atoms or even omitting
used on both molecules, but this description is very elaboratethem altogether from the model. Further simplifications can
and would probably be impossible to use in clusters of be achieved by enforcing symmetries of functional groups
molecules. The rank 1 and rank 2 local polarizability or eliminating small terms in the polarizability model. All
descriptions are more practicable but less accurate. Theof these simplifications can be incorporated in the WSM
accuracy can be improved slightly by using the iterated form procedure described in section 1V.3 of part 1. This procedure,

of the polarizability models. together with the constrained density-fitting distribution
We will use U®/Lnwswm,(damp) to denote the total method, gives us the flexibility to choose an appropriate
interaction energy obtained by reP|aCiE&c)j,tot and Ei(gc)mt polarizability description while avoiding unphysical terms

with Eing¢-ciass Wheren denotes the rank of the (possibly in the polarizability description as far as possible.

damped) local polarizability model. In Figure 9 we display ~ In Table 1 we report the maximum and rms errors in
total interaction energies obtained using these approxima-polarizability models using a rank 2 description on the heavy
tions. For geometry (a), botrEi(ﬁ&Yto{Ll,WSM,damp and atoms _and a rank_l description on th(_a_hydrogeps: The rms
Ei(ﬁ(’j,to{LZ,WSM,damp are reasonably good approximations €rrors in these mixed-rank polarizability descriptions are
to U@, Curiously, the undamped approximations are very comparable to those made by the more complex rank 2
close toU®. For geometry (b), all approximations fare well, descriptions, while the maximum errors, which tend to occur

with the rank 2 models being the more accurate. Damping "€@r the hydrogen atoms, are significantly smaller for the

has a very small effect on the energies here. Thereti? larger molecules studied here. Additionally, there is far less
L2,wsm,damp is a viable approximation to the total interac- 108 Of positive-definiteness in the mixed-rank descriptions
tion energy in both cases. as it is the quadrupotequadrupole polarizability terms on

Table 2 shows results for some other small dimers at the hydrogen atoms that tend to be negative.
equilibrium or near-contact geometries. Here too the results 1N the case of BOQQUT, the mixed-rank description has
are generally satisfactory. nearly half as many nonzero polarizability components as

The computational cost of evaluating the induction energy the rank 2 description. The mixed-rank description of the

using the rank 1 or 2 local polarizability models is much formamide molecule results in induction energies of the

lower than the cost of evaluati g()ipol and E.(ri)j ,exchWithin formamide water dimer that are almost identical to those from

SAPT(DFT). This is true even if the SAPT(DFT) energies the rank 2 local description. _ .
are calculated using the MC type of basis. Additionally, we ~ We therefore have good physical and computational
see from Figures 8 and 9 thaf?/Lnwswm,(damp) is a better ~ féasons for using the mixed-rank polarlzablllty.descrlptlons
approximation to the interaction energy than calculatit and strongly recommend use _of these models in favor of the
in the Sadlej/MC* basis. This is particularly welcome for More complex and less physical rank 2 models.
applications involving large molecules for which we may
be able to calculate molecular properties but not the SAPT- VII. Summary
(DFT) interaction energies. The relatively good accuracy of We have provided a theoretical and numerical framework
the U®/Ln,wsm,(damp) approximation also helps explain for the accurate calculation of the induction energies of
why ab initio intermolecular potentials that used multipole clusters of organic molecules. These are large systems and
expansion for the induction energy, such as the ASP waterpose quite different problems from those that have faced the
potential®? have been so successful. high-accuracy, small-molecule community. These problems
VI.4. Mixed-Rank Polarizability Descriptions. There can be broadly classified as those concerned with the
will be situations where polarizability models of mixed rank theoretical details of the induction energies at second and
can be used. For example, an accurate description of thehigher order in the interaction operator and those concerned
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with numerical details and the development of models reported in this paper. The rank 2 local description is
suitable for applications. comparable in accuracy to the much more complex rank 4
VII.1. Model Induction Energies. Accurate molecular ~ nonlocal models. The rank 1 models underestimate the
polarizabilities and multipole moments are needed for induction energy, particularly around the heavy atoms. Mixed
modeling of the induction energy of clusters of molecules. rank models with a rank 2 description on the heavy atoms
For all but the smallest of molecules, these properties needand rank 1 on the hydrogen atoms offer a good compromise
to be distributed. The problem of distributing the multipole between accuracy and simplicity.
moments has already been addre$s®dn a satisfactory The newly developed visualization techniques recently
manner. Here we have proposed and demonstrated arimplemented in the ®eNT prograni® have given us a very
accurate and versatile method of obtaining distributed powerful means of evaluating the polarizability models. By
polarizabilities that is suitable for molecules of as many as 3-dimensional visualization of the induction maps or error
30 atoms or so. Our distribution scheme for the polarizabili- maps made against accurate SAPT(DFT) induction energies,
ties is based on the methods of Williams and Stcared we were able to make assessments of the shortcomings of
our constrained density-fitting meth8dBy combining the these models. The 3-D maps enable us to identify sites at
strengths of these two methods, we have obtained a distribu-which a particular polarizability description may be deficient.
tion procedure with properties that make it ideal for high- This proves invaluable in designing accurate polarizability
accuracy calculations on systems of large molecules. models where a mixed rank description may be necessary.
The main features of this distribution scheme are as vI|.2. Numerical Aspects.One of the main considerations
follows: in any ab initio calculation is the type of basis set to be used.
(1) The underlying theory used in the polarizability It will not usually be possible to use large basis sets in
calculations is coupled KohkrSham theory (CKS), also  calculations on organic molecules of the size considered in
known as Kohr-Sham linear response theory. Molecular this paper, so we have attempted to determine which basis
properties obtained using CKS theory can exceed coupled-sets are good enough for calculations of the induction energy.
cluster methods in accuracy when used with a modern densityThe necessary level of accuracy will depend on the applica-
functional like PBE® with asymptotic correction¥;3"thus tion, but for systems of organic molecules with dimer binding
ensuring an accurate polarizability description at modest energies of 1620 kJ mot?, basis set incompleteness errors
computational cost. In the form used in this paper and of less than a few tenths of a kJ mbht the important dimer
implemented in the CamCASP prograhthe CKS equations  geometries are probably acceptable.
are solved with a computational effort that scalesOgs; From numerical tests on a variety of molecules (only one
ny), but this scaling can be reduced using density-fitting example was reported here), we recommend the Sadlej basis
techniques$:3-3With the current implementation of the CKS  setd8.19for calculations of molecular multipole moments and
equations we have been able to compute the properties ofpolarizabilities. Auxiliary basis sets tuned for the Sadlej bases
the 3-azabicyclo[3.3.1]nonane-2,4-dione (BOQQUT) mol- are not available, but we have found that the aug-cc-pVTZ
ecule, containing 22 atoms, in less than a day of CPU time auxiliary basis'®4! though probably too large, works very
on a single Opteron processor using the Sadlej basis set. Withwell. With these basis sets, very accurate polarizability
the density-fitted form of these equations we expect to be models can be obtained. Comparisons with the much larger
able to perform calculations on even larger systems. aug-cc-pVQZ basis show that the maximum error made by
(2) We have tested localized distributed polarizability the Sadlej basis models is about 1.5 kJ Thain the vdWx
models of rank 4 for small molecules and rank 2 or 3 for 2 surface in the field of a unit point charge. For a more
the larger molecules. In principle, local descriptions up to realistic charge of 0.5 units, this would be an error of only
rank 4 could be generated for all molecules, but rank 2 should0.4 kJ mot™.
be sufficient. To get a similar accuracy, SAPT(DFT) induction energies
(3) Non-positive-definite polarizability tensors do not occur must be evaluated using the Sadlej/M@asis, that is, with
in the dipole-dipole polarizabilities, and at higher rank they the inclusion of basis functions located at the positions of
arise mainly for the hydrogen atoms. Consequently, this the nuclei of the partner molecuié The Sadlej/MC and
problem is smallest in the mixed-rank models. aug-cc-pVTZ/MC bases give almost identical induction
(4) There is no fundamental limit to the size of the basis energies. However, when used in the MC basis type, that is,
sets that can be used, though computational limitations will without the extra off-atomic functions, both the Sadlej and
restrict it in practice. aug-cc-pVTZ bases yield poor induction energies, the latter
(5) Finally, one of the most powerful features of the being the better choice.
distribution scheme proposed here is that it gives us the On the issue of damping: in our opinion, it is impossible
ability to choose any reasonable polarizability model and for the damping functions in current use to recover the
yet obtain an accurate, physically correct, local polarizability penetration energy. All that is possible is the damping out

model. of the short-range divergence in the multipole expansion.
We have tested this WilliamsStone-Misquitta (WSM) Apart from special cases such as Monte Carlo simulations,
distribution scheme using the formamide ahdmethyl this is not essential for the dimer energy, as intersite distances

propanamide molecules and have also generated localin a dimer are never small enough to see the onset of the
polarizability models of ranks 1 and 2 for benzene, BO- divergence in the multipole series. However, in the bulk,
QQUT, and other molecul@&pnly some of which have been many-body effects can cause small intersite distances,
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particularly in hydrogen-bonded geometries, and conse- (3) ORIENT 4.6:1% Localization of the distributed polariz-

quently damping is needed. We have argued that comparisonsbilities and visualization of the energy maps.

with nonexpanded energies are not useful in determining the  (4) DaLton 2.043 DFT and CKS calculations. A patth

damping needed. Rather, we propose that the Taognnies  js needed to enableADTon 2.0 to work with SAPT2002

functiong® be used with a damping coefficient ff= /21, and CamCASP 4.5.

+ 4/2lg, wherel, andlg are the ionization energies (in au)

of the interacting molecules. Acknowledgment.  We would like to thank Gareth
The remaining error will be entirely due to penetration Welch for useful discussions and comments and his help in

effects and the truncation error, the latter arising from the obtaining the structure of BOQQUT. A.J.M. would like to

truncation of the multipole (R) expansion. In accurate work, thank Girton College, Cambridge for a research fellow-

these errors must be accounted for in some way. As theyship. This research was supported by EPSRC grant EP/

decay exponentially with distance, like the exchange C539109/1.

repulsion energy, they could be included with it and modeled

in a similar way. We are currently looking for a robust way References

to do this. N . ) .
(1) Misquitta, A. J.; Stone, A. J. Accurate induction energies

Comparisons of the model induction energies and the for small organic molecules: I. Theory. Chem. Theory
nonexpanded SAPT(DFT) energies brought to light a very Comput.2007, 3, 7—18.
unexpected correspondence. Contrary tc;) supposition, the (2) Misquitta, A. J.; Jeziorski, B.; Szalewicz, K. Dispersion
model induction energy at second Ord&i; 4 cass do€s energy from density-functional theory description of mono-
not recover the expression for the second-order induction mers.Phys. Re. Lett. 2003 91, 33201.

. . . . . 2)

energy in Zt)he p0|ag)zat'0n apprOXImatI. nd,pob but rather (3) Misquitta, A. J.; Szalewicz, K. Symmetry-adapted perturba-
the sum B4 ool T Eind excn We have defined this sum to be tion-theory calculations of intermolecular forces employing
the induction energy[,:_i(s()j’tor The reason for this has to do density-functional description of monomeds Chem. Phys.
with spurious tunneling effects present due to Coulomb 2005 122, 214109.
singularities in the interaction operaféit* These singularities (4) Misquitta, A. J.; Podeszwa, R.; Jeziorski, B.; Szalewicz, K.
are also responsible for the slow convergence of the induction Intermolecular potentials based on symmetry-adapted per-
energy with basis set and order in perturbation theory. It is turbation theory with dispersion energies from time-depend-

expected that a SAPT(DFT) formulation with a regularized g?;fggsny'f“m“o”a' theoryd. Chem. Phys2005 123

form of this operator will be free from both these problems. ' _ _

Preliminary investigations suggest that this is indeed the case. (5) Hesselmann, A.; Jansen, G.; Schutz, M. Density-functional
We have tried to describe ways of calculating the induction theory-symmetry-adapted intermolecular perturbation theory

ith f . ) bl with density fitting: A new efficient method to study

energy _W't as few approxmatlong as pOSSIt? €. Howevgr, intermolecular interaction energies.Chem. Phy2005 122

there will always be systems for which approximations will 014103.

be needed. Consequently, we have proposed and analyzed a

. . . . . (6) Misquitta, A. J.; Szalewicz, K. Intermolecular forces from
number of possible approximations of varying complexity.

asymptotically corrected density functional description of

The most useful qf thes_e approximations is one in which monomersChem. Phys. LetR002 357, 301306,

YVZ Ca_lculatedthle In?ucwn energy Ofda C!USterr] frgm thed (7) Stone, A. J.; Misquitta, A. J. Atomatom potentials from
'n, uction models on y', e_ ,recomm?n_ using t,e ampe ab initio calculationsInt. Rev. Phys. Chen2007, 26, 193—
mixed-rank local polarizability description, that is, with a 222

rank 2 description on the heavy atoms and a rank 1

L. . Misquitta, A. J.; St A. J. Distri lari iliti
description on the hydrogen atoms. The success of this type (8) Misquitta, A. J.; Stone, A. J. Distributed polarizabilities

obtained using a constrained density-fitting algorithin.

of model also explains why potentials that have used a similar Chem. Phys2006 124, 024111.
iisgnggqo?eof tf;ﬁ;nggglor;?ener?){el’rﬁ?\g been so successful. (9) Williams, G. J.; Stone, A. J. Distributed dispersion: a new
xampie 1s water p : approachJ. Chem. Phys2003 119, 4620-4628.
(10) Hulme, A. T.; Johnston, A.; Florence, A. J.; Fernandes, P.;
VL ngrams Shankland, K.; Bedford, C. T.; Welch, G. W. A.; Sadiq, G.;
Many of the theoretical methods described in this review Haynes, D. A.; Motherwell, W. D. S.; Tocher, D. A;; Price,
are implemented in programs available for download. Some S. L. The search for a predicted hydrogen bonded metif

a multidisciplinary investigation into the polymorphism of
3-azabicyclo[3.3.1]nonane-2,4-diond. Am. Chem. Soc.
2007, 129, 3649-3657.

(11) Jeziorski, B.; Moszynski, R.; Szalewicz, K. Perturbation
theory approach to intermolecular potential energy surfaces

of these, together with their main uses in the present work,
are as follows:

(1) S2PT200242 SAPT(KS) energy calculations.
(2) CamCASP 4.3% Molecular properties in total and

distributed form and SAPT(DFT) dispersion and induction of Van der Waals complexe€hem. Re. 1994 94, 1887
energies. The CamCASP suite includes the GDMA 2.2 1930.

" ; oo .
prograrﬁ. USEd_ for Cglculatlng the d'sm_bUted multipoles (12) Jeziorski, B.; Szalewicz, K. Symmetry-adapted perturbation
needed in the induction energy calculations and the PFIT theory. InHandbook of Molecular Physics and Quantum
program used to refine the distributed polarizabilities in the Chemistry Wilson, S., Ed.; Wiley: 2002; Vol. 8, pp 37

WSMprocedure. 83.



32 J. Chem. Theory Comput., Vol. 4, No. 1, 2008

(13) Patkowski, K.; Jeziorski, B.; Szalewicz, K. Symmetry-
adapted perturbation theory with regularized coulomb po-
tential.J. Mol. Struct(THEOCHEM 2001 547, 293—307.

(14) Patkowski, K.; Jeziorski, B.; Szalewicz, K. Unified treatment
of chemical and van der Waals forces via symmetry-adapted
perturbation expansiod. Chem. Phys2004 120, 6849-
6862.

(15) Misquitta, A. J.; Stone, A. LamCASP: a program for
studying intermolecular interactions and for the calculation
of molecular properties in distributed fornniversity of
Cambridge: 2006. InquiriestoA.J. Misquitta,am592@cam.ac.uk.

(16) Stone, A. J.; Dullweber, A.; Engkvist, O.; Fraschini, E.;
Hodges, M. P.; Meredith, A. W.; Nutt, D. R.; Popelier, P.
L. A.; Wales, D. J.Orient: a program for studying
interactions between moleculegrsion 4.6 University of
Cambridge: 2006. Inquiries to A. J. Stone, ajsl@cam.ac.uk.

(17) Bondi, A. van der Waals volumes and radiiPhys. Chem.
1964 68, 441-451.

(18) Sadlej, A. J. Medium-size polarized basis sets for high-level
correlated calculations of molecular electric properties.
Collect. Czech Chem. Commur288 53, 1995-2016.

(19) Sadlej, A. J. Medium-sized polarized basis sets for high-
level correlated calculations of molecular electric properties.
Il. Second-row atoms SiCl. Theor. Chim. Actd 991, 79,
123-140.

Williams, H. L.; Mas, E. M.; Szalewicz, K.; Jeziorski, B.
On the effectiveness of monomer-centered, dimer-centered,
and bond-centered basis functions in calculations of inter-
molecular interaction energied. Chem. Phys1995 103
7374-7391.

Patkowski, K.; Szalewicz, K.; Jeziorski, B. Third-order
interactions in symmetry-adapted perturbation theaky.
Chem. Phys2006 125 154107.

(22) Misquitta, A. J.; Stone, A. J. Accurate dispersion energies
for organic molecules2007, manuscript in preparation.

(23) Le Sueur, C. R.; Stone, A. J. Localization methods for
distributed polarizabilitiesMol. Phys.1994 83, 293-308.

(24) Stone, A. JThe Theory of Intermolecular ForceSlarendon
Press: Oxford, 1996.

(25) Hodges, M. P.; Stone, A. J. A new representation of the
dispersion interactiorMol. Phys.200Q 98, 275-286.

(26) Tang, K. T.; Toennies, J. P. An improved simple model for
the Van der Waals potential based on universal damping
functions for the dispersion coefficients.Chem. Physl984
80, 3726-3741.

(27) Levy, M.; Perdew, J. P.; Sahni, V. Exact differential equation
for the density and ionization energy of a many-particle
system.Phys. Re. A 1984 30, 2745-2748.

(28) Welch, G. W. A.; Karamertzanis, P. G.; Misquitta, A. J.;
Stone, A. J.; Price, S. L. Is the induction energy important
for modelling organic crystalsl. Chem. Theory Comput.
2007, submitted for publication.

(29) Kim, Y. S.; Kim, S. K.; Lee, W. D. Dependence of the
closed-shell repulsive interaction on the overlap of the
electron densitiesChem. Phys. Lett1981, 80, 574-575.

(20)

(1)

Misquitta et al.

(30) Burcl, R.; Chalasinski, G.; Bukowski, R.; Szczesniak, M.
M. On the role of bond functions in interaction energy
calculations: Ar--HCI, Ar:--H,0O, (HF),. J. Chem. Phys.
1995 103 1498-1507.

(31) Langlet, J.; Caillet, J.; BergeJ.; Reinhardt, P. Comparison
of two ways to decompose intermolecular interactions for
hydrogen-bonded dimer systendisChem. Phy2003 118
6157-6166.

(32) Millot, C.; Stone, A. J. Towards an accurate intermolecular
potential for waterMol. Phys.1992 77, 439-462.

(33) Stone, A. J.; Alderton, M. Distributed multipole analysis
methods and applicationislol. Phys.1985 56, 1047-1064.

(34) Stone, A. J. Distributed multipole analysis: Stability for large
basis sets.J. Chem. Theory CompuR005 1, 1128-
1132.

(35) Adamo, C.; Cossi, M.; Scalmani, G.; Barone, V. Accurate
static polarizabilities by density functional theory: assess-
ment of the PBEO modeChem. Phys. Letfl999 307, 265—
271.

(36) Tozer, D. J.; Handy, N. C. Improving virtual KohiSham
orbitals and eigenvalues: Application to excitation energies
and static polarizabilitiesl. Chem. Physl998 109 10180
10189.

(37) Tozer, D. J. The asymptotic exchange potential in Kehn
Sham theoryJ. Chem. Phys200Q 112 35073515.

(38) Bukowski, R.; Podeszwa, R.; Szalewicz, K. Efficient genera-
tion of the coupled KohinSham dynamic sysceptibility
functions and dispersion energy with density fittitthem.
Phys. Lett.2005 414, 111-116.

(39) Podeszwa, R.; Bukowski, R.; Szalewicz, K. Density-fitting
method in symmetry-adapted perturbation theory based on
Kohn—Sham description of monomer3. Chem. Theory
Comput.2006 2, 400-412.

(40) Weigend, F.; Hser, M.; Patzelt, H.; Ahlrichs, R. RI-MP2:
optimized auxiliary basis sets and demonstration of ef-
ficiency. Chem. Phys. Lettl998 294, 143-152.

(41) Weigend, F.; Kohn, A.; H#g, C. Efficient use of the
correlation consistent basis sets in resolution of the identity
MP2 calculations.J. Chem. Phys.2002 116 3175-
3183.

(42) Bukowski, R.; Cencek, W.; Jankowski, P.; Jeziorski, B.;
Jeziorska, M.; Kucharski, S.; Misquitta, A. J.; Moszynski,
R.; Patkowski, K.; Rybak, S.; Szalewicz, K.; Williams, H.;

Wormer, PSAPT2002: an ab initio program for many-body

symmetry-adapted perturbation theory calculations of inter-
molecular interaction energie&niversity of Delaware and

University of Warsaw: 2002.

(43) DALTON, a molecular electronic structure program, release
2.0, 2005. See: http://www.kjemi.uio.no/software/dalton/

dalton.html (accessed 21 June 2007).
CT700105F



J. Chem. Theory Compw2008,4, 33—41 33

l‘ I ‘ Journal of Chemical Theory and Computation

Evaluation of the Electrostatically Embedded Many-Body
Expansion and the Electrostatically Embedded
Many-Body Expansion of the Correlation Energy by
Application to Low-Lying Water Hexamers

Erin E. Dahlke, Hannah R. Leverentz, and Donald G. Truhlar*

Department of Chemistry and Supercomputing Institute pehsity of Minnesota,
Minneapolis, Minnesota 55455-0431

Received July 24, 2007

Abstract: We have applied a many-body (MB) expansion, the electrostatically embedded many-
body (EE-MB) approximation, and the electrostatically embedded many-body expansion of the
correlation energy (EE-MB-CE), each at the two-body (MB = PA, where PA denotes pairwise
additive) and three-body (MB = 3B) levels, to calculate total energies for a series of low-lying
water hexamers using eight correlated levels of theory including second-order and fourth-order
Mgller—Plesset perturbation theory (MP2 and MP4) and coupled cluster theory with single,
double, and quasipertubative triple excitations (CCSD(T)). Comparison of the expansion methods
to energies obtained from full (i.e., unexpanded) calculations shows that the EE-3B-CE method
is able to reproduce the full cluster energies to within 0.03 kcal/mol, on average. We have also
found that the deviations of the results predicted by the expansion methods from those obtained
with full calculations are nearly independent of the correlated level of theory used; this observation
will allow validation of the many-body methods on large clusters at less expensive levels of
theory (such as MP2) to be extrapolated to the CCSD(T) level of theory. Furthermore, we have
been able to rationalize the accuracies of the MB, EE-MB, and EE-MB-CE methods for the six
hexamers in terms of the specific many-body effects present in each cluster.

1. Introduction research aimed at trying to develop highly efficient
The ability to calculate accurate energies for large systemsalogorithms™® including parallelization schemé%;'® to

has long been a goal of the quantum chemical community. make large systems tractable. However, because of the steep
Hartree-Fock theory, which neglects electron correlation, scaling of computational effort with respect to system size
is inadequate but is used to generate orbitals for methods(CCSD(T), CCSD, and MP2 scale &', N° and N°,

such as second-order MglePlesset perturbation theory, —respectively, whereN is the number of atom9, it is
MP21 coupled cluster theory with single and double excita- impractical to utilize even these more efficient implementa-
tions, CCSD%3 or CCSD with quasiperturbative connected tions for systems containing hundreds to thousands of atoms.
triple excitations, CCSD(TJ, which do include electron A promising area of research has focused on developing
correlation and are able to accurately predict energies,variants of these methods that use localized molecular
geometries, and frequencies for small to moderately sizedorbitald>2%-23 or fragmentatiort324-40 One can also consider
chemical systems. However, these post-Hartfesck meth- including a subset of interactions, for example Coulomb
ods have thus far proven to be too expensive, in their original interactions, to high order or in full, with other interactions,
implementations, to be used for systems containing tens toe.g., those due to electron correlation energy considered only
hundreds of atoms. As a result, there has been considerabléo a lower order, e.g., only pairwidé&:*3 In past work*4>

we have developed the electrostatically embedded many-
* Corresponding author e-mail: truhlar@umn.edu. body method (EE-MB) and the electrostatically embedded

10.1021/ct700183y CCC: $40.75 © 2008 American Chemical Society
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many-body expansion of the correlation energy (EE-MB-

CE) methods and have applied both methods to the study of % g

water clusters, ranging in size from 5 to 20 water molecules, « O:’S e, &b o é @@
at the MP2 level of theory. MP2 was chosen because it is F 8@ %

the least expensive of the post-Hartrd®ck methods,

allowing for direct comparison of the EE-MB and EE-MB- @

by <)

CE methods to the MP2 energies of the full cluster. In this C& A

way we were able to examine the performance of the = @ ]

expansion methods with respect to increasing system size, Qﬂ 4 i

which would not have been possible with other more &&O 2

expensive post-Hartred=ock methods like CCSD(T). L) o
Despite the advantages of using MP2 for our initial studies, @ ©

there is a concern that other levels of electronic structure
theory could show different behavior. Because of ieor

N’ scaling of the post-MP2 methods with respect to system
size, if we wish to compare directly to full calculations (i.e.,
conventional calculations without a many-body expansion) many-
at a post-MP2 level with a reasonably large basis set
(polarized valence triplé- or higher) we are limited to
relatively small systems (on the order of five heavy atoms).
Recent work by Olson et &t.has provided CCSD(T), CCSD,
and MP2 energies for a series of five water hexamers using
both the aug-cc-pVTZ4” and s-cc-pVTZ basis sets (s-cc-

Figure 1. MP2/DH(d,p) optimized hexamers of Day et al. for
the (a) boat, (b) book, (c) cage, (d) prism, and (e) ring
structures.

body methods have been discussed in previous4erk
and are not discussed here.

2. Computational Details
The hexamers used in this work are defined by the MP2/
DH(d,p) geometries of Day et &t.for the boat, book, cage,

- . ring (denoted as cyclic in that work), and prism isomers (see
PVTZ denotes semidiffuse cc-pVTZ, and it uses the aug- Figure 1). All single-point calculations in this work use the

cc-pVTZ basis set on oxygen and the cc-pV¥TBasis set s-cC-pVTZ basis set (see section 1 for the definition of s-cc-

on hy(.jrogen).' These.results constitute a set of highly accuratepVTZ). For each hexamer a total of nine levels of electronic
energies against which to test our methods.

i . structure theory were considered: Hartré®ck, MP2, MP3,
Water clusters in general exhibit large many-body effétts, MP4D, MP4DQ, MP4SDQ, MP4, CCSD, and CCSD(T)
el our et et sl POl S 820 where MPS, WPAD, HPADO, PASDO, and 4P cenot
are an excellentychoici for exa'mining the t;ehavior of many various high-order perturbation theory approximatighs:
o " The CCSD(T), CCSD, and MP2 single-point ies f
body methods. Along this line, Pedulla and Jofddrave © () an singie-point energies for

ined th bodv effects of th . fth i the hexamers were taken from the work of Olson & &,
examined the many— ody € ep S0 . ree isomers ofthe wa eraddition, MP4 calculations were run with tlBaussian 0%
hexamer (cage, prism, and ring). Since there are a humbe

I .
of isomers of the water hexamer that all lie within a few software program to determine the MP3, MP4D, MP4DQ,

: . . MP4SDQ, and MP4 single-point energies for each hexamer.
kilocalories per mole of each oth&52 %8 this system serves Q glen g

L . PA, 3B, EE-PA, EE-3B, PA-CE, 3B-CE, EE-PA-CE, and
as a good test of the predictive capabilities of electronic EE-3B-CE calculations were carried for each hexamer. at
structure methods for water. ’

h of the nine levels of th i i
For any level of theory (e.g., MP2 or CCSD(T) with a zgfiwe?retpzczg]gee evels of theory, using tBaussian 03
given b§3|s) we can either perform full (i.e., conventional) For the sake of clarity a combination of many-body
calculations of the potential energy/, or many-body

. ith the latter defined by at ted . fmethod and electronic structure theory will be denoted by
expansions, wi € latler defined by a runcated Version oty name of the many-body method with the level of

V=V, +V,+ Vy+ - (1) electronic structure level in parentheses. For example, EE-
PA-CE(MP2) will denote an EE-PA-CE calculation carried

whereV, is then-body term. Truncating &, is called the  out at the MP2 level of theory.
pairwise additive (PA) approximation, and truncatingv/at In the EE-MB and EE-MB-CE methods, charges of
is called the three-body (3B) approximation. FosQh, V> —0.778 and 0.389 were used for the oxygen and hydrogen
involves calculating (N — 1)/2) dimer calculations, and  atoms, respectively, as in refs 44 and 45.
Vs involves \N(N — 1)(N — 2)/3!) trimer calculations. If the
n-mer calculations are performed in vacuum, we have a 3. Results and Discussion
conventional many-body method (PA or 3B), and if they 3.1. Full Calculations.While the main goal of this paper is
are performed in a field of point charges at the nuclear analysis of the ability of the many-body methods to ac-
positions of theN — n missing monomers, we have the curately reproduce full energies obtained at the same level
electrostatically embedded many-body method (EE-PA or of electronic structure theory (e.g., comparing a EE-PA-CE-
EE-3B). If we perform a full {y) calculation at the Hartree (MP2) calculation to a full MP2 calculation on the same
Fock (HF) level and expand the correlation eneryfy— hexamer), it is useful to first examine the results of the full
Vue), we have the many-body expansion of the correlation calculations. Table 1 shows the relative energy differences
energy method (PA-CE or 3B-CE without point charges and (relative to the prism structure) predicted by the full
EE-PA-CE or EE-3B-CE with them). Further details of the calculations for each level of theory. All eight correlated
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Table 1. Relative? Energies (kcal/mol) Predicted by Full Table 2. Average Deviations between Various Full
Calculations Using the s-cc-pVTZ Basis Set? Calculated Energies and Full CCSD(T)?
boat book cage prism ring MUE RMSE
HF —-1.79 —1.05 —-0.27 0.00 —2.52 HF 2.68 3.08
MP2 241 0.67 0.02 0.00 1.22 MP2 0.31 0.36
MP3 2.25 0.74 0.13 0.00 1.15 MP3 0.41 0.47
MP4D 2.33 0.76 0.14 0.00 1.21 MP4D 0.37 0.43
MP4DQ 1.92 0.60 0.10 0.00 0.84 MP4DQ 0.60 0.69
MP4SDQ 2.20 0.71 0.12 0.00 1.09 MP4SDQ 0.44 0.51
MP4 2.99 1.02 0.17 0.00 1.80 MP4 0.02 0.03
CCSD 2.23 0.74 0.14 0.00 1.12 CCSD 0.43 0.49
CCSD(T) 2.99 1.06 0.20 0.00 1.81 a These results are averaged over the ten energy differences that
a All energies are relative to the prism isomer 2 The s-cc-pVTZ can be obtained from the five structures in Table 1.
basis set denotes the aug-cc-pVTZ basis set on oxygen and the cc-
pVTZ basis set on hydrogen. largest difference between the MP4 and CCSD(T) for any

of the 10 possible energy differences is 0.04 kcal/mol. This

levels of theory predict a relative energy ordering of prism conclusion is in good agreement with previous work by
< cage < book < ring < boat. The energy differences Xantheas et & on the water dimer. While MP2 has the
separating the isomers are all less than 3 kcal/mol, with the second-lowest mean unsigned error (0.31 kcal/mal), its
smallest energy gap (cage minus prism) in the range betweerperformance is considerably worse than that of MP4. The
0.02 and 0.20 kcal/mol. remaining correlated methods have mean unsigned errors

An interesting result in Table 1 is how the perturbation ranging from 0.37 to 0.60 kcal/mol. HartreEock does
theory and CCSD results compare to the CCSD(T) results. particularly poorly, as is expected from the results in Table
As was noted by Olson et #l.the MP2 results differ from 1. While both MP4 and CCSD(T) formally scale H§ the
the CCSD(T) results by 0-20.6 kcal/mol, with CCSD(T) use of CCSD(T) requires the completion of a CCSD
predicting systematically larger energy gaps than MP2. Pastcalculation (which has an iterativh® stef) before the
work57:6485comparing MP2 and CCSD(T) for small water noniterative triples calculation. As a result, MP4 is less
clusters showed that the differences obtained are small (onexpensive than CCSD(T) which may allow MP4 to be used
the order of 0.05 kcal/mol for the water dimer and 0.1 kcal/ for benchmark calculations of water clusters that are too large
mol for the trimer), and, as a result, MP2 has become the for CCSD(T). It seems worthwhile to note that although
method of choice for many workers when studying water CCSD(T) is well-known to be more accurate than MP4 in
clusters?156:6568 The results in Table 1 indicate that the general, where singles amplitudes may be large, this need
exceptionally good agreement of MP2 and CCSD(T) for not be the case for particular interactions of noncovalent
small water clusters may begin to break down as larger interactions of closed-shell speci@&ven though the present
clusters are considered, and thus caution should be used whenomparison involves larger clusters than those for whicmMP
applying MP2 to medium- to large-sized clusters. Another results 6 = 2, 3, 4) have previously (prior to ref 18) been
interesting result is how well MP4 is able to reproduce the compared to CCSD(T) results, and hence involves compari-
CCSD(T) relative energies. Of the methods in Table 1, only sons that are assumed to be more relevant to the bulk water
MP4 and CCSD(T) include connected triple excitations. case, there is no guarantee that MP4 is better than MP2 in
CCSD(T) includes not only the fourth-order connected triples general (the series is often divergent, especially with basis
of MP4 but also a fifth-order connected triple excitation sets containing diffuse functions); and the good agreement
operator involving singles amplitudes. The near equivalence of MP4 with CCSD(T) for these small water clusters is not
of MP4SDQ and CCSD in Table 1 shows that disconnected guaranteed to hold for larger clusters. Therefore caution must
triples (included in the latter but not the former) are be exercised in choosing either MP2 or MP4 as an alternative
unimportant for water clusters, and the near agreement ofto CCSD(T) for water clusters. Further, systematic validation
MP4 with CCSD(T) but not with MP4SDQ shows that for studies would be useful.
water clusters the connected triples are important, but it is 3.2. Pairwise Additive Methods.In order to assess the
adequate to include them at fourth order. accuracy of the many-body methods we begin by evaluating

With five different structures there are a total of 10 energy the average error in the electronic energy for each pairwise
differences that one can compute (for example, the energyadditive method, at each level of electronic structure theory,
difference between the boat and the book or between thewhen compared to the full calculation (i.e., evaluating the
cage and the ring). In order to better characterize how deviation between the EE-PA(MP2) and full MP2 energy
accurate the MP (n = 2—4) and CCSD results are, as for each of the five hexamers). Table 3 shows the average
compared to CCSD(T), we have calculated the 10 energy deviations between the pairwise additive methods (PA, PA-
differences at each of the 9 levels of theory and computed CE, EE-PA, EE-PA-CE) and the full calculations at each of
the mean unsigned and root mean squared errors relative tahe nine levels of theory. The first interesting observation is
the CCSD(T) results. The results of this analysis are shownthat the errors for each pairwise additive method (PA or EE-
in Table 2. From this table it is clear that MP4 is very PA) are similar for all the correlated levels of theory as
accurate for these systems, as compared to CCSD(T); it hasndicated by the standard deviations being much smaller than
a mean unsigned deviation of only 0.02 kcal/mol, and the the average MUE. A comparison of the average mean
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Table 3. Average Deviations? (kcal/mol) between Pairwise Additive Energies and Full Calculations at the Same Level of
Theory

PA PA-CE EE-PA EE-PA-CE
MSD MUD RMSD MSD MUD RMSD MSD MUD RMSD MSD MUD RMSD

HF 11.81 11.81 11.94 0.00 0.00 0.00 1.13 1.13 1.15 0.00 0.00 0.00
MP2 11.89 11.89 12.01 0.03 0.09 0.10 1.10 1.10 111 —0.04 0.04 0.04
MP3 11.75 11.75 11.89 0.01 0.11 0.13 0.96 0.96 1.01 —0.17 0.17 0.22
MP4D 11.75 11.75 11.89 0.01 0.10 0.13 0.96 0.96 1.00 —0.17 0.17 0.22
MP4DQ 11.70 11.70 11.83 —0.03 0.12 0.14 0.95 0.95 0.98 —0.19 0.19 0.21
MP4SDQ 11.72 11.72 11.86 —0.02 0.10 0.12 0.98 0.98 1.02 —0.15 0.15 0.18
MP4 11.80 11.80 11.93 0.03 0.08 0.09 1.02 1.02 1.06 —0.11 0.11 0.15
CCSsD 11.74 11.74 11.88 —0.01 0.09 0.11 0.99 0.99 1.02 —0.14 0.14 0.18
CCsSD(T) 11.82 11.82 11.96 0.05 0.09 0.10 1.03 1.03 1.07 —0.11 0.12 0.16
av MUE? 11.77 0.10 1.00 0.14

SD¢ 0.06 0.01 0.05 0.05

a4 MSD, MUD, and RMSD denote mean signed, mean unsigned, and root-mean-squared deviations, respectively, in V as compared to the full
calculations. Thus a positive MSE corresponds to underestimating the strength of binding, and a negative MSE corresponds to overestimating
the strength of binding. ? Average of the MUE for the correlated methods (the rows from MP2 to CCSD(T)). ¢ Standard deviation of MUE for the
correlated methods (the rows from MP2 to CCSD(T)).

Table 4. Average Deviations? (kcal/mol) between Three-Body (3B) Methods and Full Calculations at the Same Level of
Theory

3B 3B-CE EE-3B EE-3B-CE
MSD MUD RMSD MSD MUD RMSD MSD MUD RMSD MSD MUD RMSD

HF 1.08 1.08 1.22 0.00 0.00 0.00 0.08 0.09 0.11 0.00 0.00 0.00
MP2 1.25 1.25 1.42 0.17 0.17 0.20 0.09 0.12 0.15 0.01 0.03 0.04
MP3 1.21 1.21 1.37 0.12 0.12 0.15 0.08 0.11 0.14 0.00 0.03 0.03
MP4D 1.23 1.23 1.39 0.15 0.15 0.17 0.09 0.11 0.14 0.01 0.03 0.03
MP4DQ 1.21 1.21 1.37 0.13 0.13 0.15 0.08 0.11 0.13 0.00 0.03 0.03
MP4SDQ 1.23 1.23 1.39 0.15 0.15 0.17 0.08 0.11 0.14 0.00 0.03 0.04
MP4 1.28 1.28 1.45 0.20 0.20 0.23 0.09 0.13 0.16 0.01 0.04 0.05
CCsD 1.22 1.22 1.39 0.14 0.14 0.17 0.08 0.11 0.14 0.00 0.03 0.04
CCSD(T) 1.27 1.27 1.44 0.19 0.19 0.22 0.09 0.13 0.16 0.01 0.05 0.05
av MUE? 1.24 0.16 0.12 0.03

SD¢ 0.03 0.03 0.01 0.01

aMSD, MUD, and RMSD denote mean signed, mean unsigned, and root-mean-squared deviations, respectively, as compared to full
calculations. See footnote a of Table 3 for an explanation of the signs. ? Average of the MUE for the correlated methods (the rows MP2 to
CCSD(T)). ¢ Standard deviation of the correlated methods (the rows MP2 to CCSD(T)).

unsigned errors shows that the PA method has a large errollevel of electronic structure theory (with the exception of
of 11.78 kcal/mol. The average binding energy of the six the standard pairwise additive approximation) and the
structures at the CCSD(T) level is 46.72 kcal/mol (taken from conventional calculation (i.e., a calculation on the full cluster
ref 18), so an average error of 11.78 kcal/mol corresponds 5t the same level of theory) is expected to be of the same
to a percent error of approximately 25% (the next largest yaqnitude or smaller than the difference between the
percent ervor is 2.2% for the EE.'PA method). The EE-PA conventional calculation and the result from a full config-
method shows an order-of-magnitude improvement over theuration interaction calculation

PA method, and the PA-CE and EE-PA-CE methods have '

errors that are 2 orders of magnitude better. 3.3. Three-Body Methods We continue our analysis by
Furthermore, one can see that for the PA and EE-PA comparing the electronic energies predicted by the three-
methods the mean unsigned error for the Hartifeack level body method, at each level of electronic structure theory, to

of theory is as large or larger than the errors for the correlatedthe full calculation for each of the five hexamers. Table 4
methods (by definition the Hartredock errors for the PA-  shows the average errors between the three-body methods
CE and EE-PA-CE methods are zero because they |nclude(3B, 3B-CE, EE-3B, EE-3B-CE) and the full calculations at

E?]fui:%téee_goélé (':Dzil\cglgtion).h Tge fact thatr:he erlrlors Ln each level of theory. As expectétwe see that the 3B
the PA-CE an -PA-CE methods are much smaller than .., ations are approximately an order of magnitude better

grrors in the_ PA and EE-PA methods |nd|cate§ that the Iargestthan the PA results (compare Table 4 to Table 3). Also, we
reakdown in the many-body and electrostatically embedded : .

many-body expansions are in the Hartr&@ck energy and see that mcludlng the full Hartred=ock energy reduces the
that even a pairwise treatment of the correlation energy is €0rs by approximately an order of magnitude as one goes
sufficient to reproduce the correlation energy at a given level from the 3B to the 3B-CE method and from the EE-3B to
to within 0.2 kcal/mol. Given that even the CCSD(T) level the EE-3B-CE method. We again see that all of the correlated
of theory is believed to be accurate only to withirl kcal/ methods have very similar errors for each of the many-body
mol the difference between the pairwise methods at a given methods and that the standard deviations are even lower for
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Table 5. Signed Errors (kcal/mol) for the Many-Body Table 5 shows that the mean unsigned errors for the PA-
Methods for the Five Hexamer Structures Relative to the CE, 3B-CE, EE-3B, and EE-PA-CE methods all lie within
Full CCSD(T) Calculation 0.04 kcal/mol of each otheras was stated in our previous
boat  book cage prism  ring  MUE® discussions of Tables 2 and—®hich make them all
PAa 1367 1171 993 974 1406 247 appropriate for use on systems that require high accuracy;
3B 1.99 114 052 059 211 092 however, if the errors for individual structures are compared,
PA-CE —001 013 -010 013 009 014 the four methods behave quite differently. For example, the
3B-CE 030 019 006 006 032 015 EE-PA-CE method has smaller errors for the boat, book, and
EE-PA 1.25 1.06 0.78 065 1.40 0.39 ring structure than for for the cage and prism, whereas the
EE-3B 021 008 -0.01 -009 025 0.18 EE-3B method has smaller errors for the book, cage, and
EE-PA-CE —-0.01 -0.05 -0.23 -028 0.04 0.17 prism than for the boat and ring structures.
EE-3B-CE 005 002 -002 -006 007 0.07 Because each method in Table 5 uses a different ap-
2In this table, PA denotes PA(CCSD(T)), EE-PA denotes EE- proximation to calculate the many-body effects in these
PA(CCSD(T)), etc. ® MUE denotes mean unsigned error of the ten clusters (i.e., neglecting some terms or including them in an

comparisons of the relative energies for two structures; see section

3 of the text for an explanation. average way via the point charges) it is reasonable to assume

that their performance for the hexamers is directly related

the three-body methods than at the pairwise additive to the many-body effects present in the hexamers. Therefore,
level. The 3B-CE errors are smaller than the 3B ones, andin order to better understand any systematic shortcomings
the EE-3B-CE errors are smaller than the EE-3B errors, Of each many-body method we must first have a good
indicating again that the dominant errors associated with the understanding of the many-body effects in each structure.
3B and EE-3B methods are due to the HartrEeck energy 3.4.1. General Discussion of Many-Body Effe&efore
and not the correlation energy. As seen with the pair- we begin this analysis we will take a moment to clarify a
wise additive methods, the errors associated with the three-few terms necessary in our discussion. First of all, when we
body methods (with the possible exception of the conven- refer to smaller errors, we mean smaller absolute values of
tional three-body method, 3B) are smaller than the intrinsic errors. Second, within a many-body expansion the total
errors of the levels of electronic structure theory that are energy of the system is written as a sumnabody terms
tested. denoted byV, (see eq 1 in the Introduction) in which the

3.4. Analysis of the Many-Body MethodsBased onthe ~ one-body V1), two-body ¥2), and three-body\s) terms can
results in Tables 3 and 4, the many-body methods can bebe written as
ranked in order of decreasing mean unsigned error as-PA
3B > EE-PA> 3B-CE > EE-PA-CE> EE-3B > PA-CE V,=>E (2)
> EE-3B-CE; however, Tables 3 and 4 deal only with !
average over errors. In order to truly understand the sources
of the errors in the many-body methods, it is useful to also V, = z (Ei—E—-E) 3)
look at the individual error for each hexamer. Because all =
the correlated electronic structure methods in Table 2 show
very similar results for each many-body method, only one V5= zk (B —~E-E-EB)—(§—E—-E)—
level of electronic structure theory need be discussed in this b
respect. We will discuss the analysis of the CCSD(T) case, E—E-B)—(B—~F-RI 4
for which the key results are given in Table 5. The first set . ]
of results shown in Table 5 is the error in absolute energy "€SPectively, and so on for higher-order terms, and where
for each hexamer, calculated with each many-body method, Ei» Ei» @ndEig, ..., are the energies of the monomers, dimers,
compared to the full CCSD(T) calculation (for example, the trimers, and so forth, in the system.
error between the energy of the cage isomer calculated at Because the electronic energies of all the monomers in
the PA(CCSD(T)) level of theory and the energy of the cage the system are negative, each term of the series in eq 2 is
isomer calculated using a full CCSD(T) calculation). As negative, and, therefor¥; must be negative. For the series
mentioned in section 3.1, with 5 hexamers there are 10 totalin €gs 3 and 4, however, each term may be positive or
energy differences that one can compute (for example, thenegative. For example, if the energy of dintgris higher
energy difference between the boat and the book or betweerin energy than the sum of its constituent monomer energies
the cage and the ring). We have calculated these 10 energyi-€., an unfavorable interaction) the corresponding term in
differences for each many-body method listed in Table 5 the series will be positive.
and compared them to the results from the full CCSD(T)  Throughout this analysis if we are talking about the series
calculations; the resulting mean unsigned error can be foundin eqs 2, 3, or 4 we will refer to them as the one-body, two-
in the last column of Table 5. The pupose of this analysis is body, or three-body terms. If we are talking about the
not to assess the accuracy of the many-body methods (whichindividual terms making up these series we will refer to them
has been done in the two previous sections) but to see if weas an individual one-body, individual two-body, or individual
can gain any insight into the performance of the many-body three-body terms. We will also use the phrase “beyond-three-
methods with respect to the many-body terms present in thebody terms” to denote the sum of the four-, five-, and six-
structures. body terms.
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Table 6. Two-, Three-, and Beyond-Three-Body Terms
(kcal/mol) at the CCSD(T) Level of Theory

(which neglects all three-body and higher terms) will perform
the best for the prism and the worst for the ring, which is

Vo Vs beyond V42 confirmed by Table 5. At the 3B level of theory the errors
boat _31.99 1168 _1.99 are significantly reduced compared to the PA method
book _36.07 _10.57 114 (because only four-body and higher terms are neglected),
cage _38.62 941 052 but the results are still best for structures with small four-,
prism ~39.06 —9.16 —0.59 five-, and six-body effects (i.e., prism and cage) and worst
fing —32.82 ~11.95 —211 for structures with larger many-body effects (i.e., ring); this

agrees with the results in Table 5.

At the PA-CE level,V; — Vg are accounted for at the
Hartree-Fock level, but correlation effects are considered
only for the one- and two-body terms. The work of Pedulla
and Jordan and the results of Table 7 show that inclusion of

2 Beyond V3 denotes the sum of four-, five-, and six-body terms.

Table 7. Contribution of the Correlation Energy to the
Two-, Three-, and Beyond-Three-Body Terms (kcal/mol) at
the CCSD(T) Level of Theory

Ve Vs beyond Vs® correlation energy has only a relatively small effect on
boat —11.87 0.25 -0.30 beyond-three-body terms. As a result Table 5 shows that the
book —-14.24 0.06 —-0.19 PA-CE errors are much lower (nearly 2 orders of magnitude
cage —16.15 0.16 —0.06 lower) than the PA errors (due to inclusion \&f — Vs at
prism —16.43 0.19 —0.06 the Hartree-Fock level). Table 5 also shows that the PA-
ring -12.08 0.24 -0.32

CE method performs better than the 3B method (due to
inclusion of Vs, — Ve at the Hartree Fock level). Finally,

for the 3B-CE method one would expect improved perfor-
the many-body effects of each hexamer we will build on mance over the t_hree previOl_Jst discussed methods, because
the insights of Pedulla and Jordamho have carried outa  ©Nly the four-, five-, and six-body correlation terms are
many-body analysis using the MP2 level of theory with the neglecteq; however, the errors for the boat and ring are
aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets substantially Iarger at the 3B-CE Igvel than at thg _PA-CE
for the cage, ring, and prism isomers (optimized at the MP2/ |€Vel; however, this can be explained by examining the
6-31+G(2d,p) level of theory). The relevant conclusions of contributions of correlation energy to the threg—body and
ref 51 are as follows: (i) the cage and prism have larger Peyond-three-body terms. Table 7 shows that if only cor-
two-body terms than the ring due to the presence of more relation effects are considered, the magnltgde of the three-
hydrogen bonds, (ii) the ring isomer has larger three- and body and beyond—three—body terms are similar, but that they
four-body terms because all of the individual two- and three- N@ve different signs. Because these terms are nearly equal
body terms have the same sign, (iii) five- and six-body terms &nd opposite when both are neglected (i.e., in the PA-CE
are <0.05 kcal/mol for the cage and prism structure but are method) the errors cancel each other, and the overall error
as large as 0.20 kcal/mol for the ring, and (iv) the effects of IS lower than may have been expected; however, when only
electron correlation are relatively unimportant for many-body the latter is neglected (i.e., in the 3B-CE method) there is
terms beyond third order. no such car_lcellatlon and the errors increase, particularly for

Table 6 shows the two-, three-, and beyond-three-body Structures like the ring and boat.
terms, at the CCSD(T)/s-cc-pVTZ level of theory, for each ~ 3.4.4. Analysis of the Electrostatically Embedded Methods.
hexamer considered in this work. Following the work of In the EE-PA approximation all two-body terms are taken
Pedulla and Jordan we have also computed the contributioninto account explicitly, and the beyond-pairwise terms are
of the correlation energy to the two-, three-, and beyond- accounted for in an average way by the presence of the point
three-body terms; these results are shown in Table 7. Tablesharges. As a result, Table 5 shows that the overall errors
6 and 7 show that the results obtained for our clusters at theare substantially (approximately 1 order of magnitude)
CCSD(T)/s-cc-pVTZ level of theory are consistent with the Smaller than for the PA method. As a further consequence,
work of Pedulla and Jordan at the MP2/aug-cc-pVTZ level the EE-PA method performs best for the prism and cage
of theory. We see that the three-body and beyond-three-body(which have smaller three-body and beyond-three-body
terms are approximately four times larger for the ring and terms). Table 5 also shows that the EE-PA method has lower
the boat structure than for the cage and the prism and thaterrors than the 3B method for the ring, boat, and book
the book structure is intermediate between these two groupsstructures and slightly higher errors for the cage and prism
We also see that the contribution of the correlation energy structure. These results are most likely due to not explicitly
to the three-body and beyond-three-body terms is ap- accounting for the three-body correlation terms discussed at
proximately 2 orders of magnitude smaller than its contribu- the end of the previous section. The EE-3B method explicitly
tion to the two-body terms, and finally we see that the includes the three-body correlation terms, and, as a result,
magnitudes of the three-body and beyond-three-body termsthe errors are reduced by nearly an order of magnitude
are very similar. compared to the EE-PA method.

3.4.3. Analysis of the Nonelectrostatically Embedded Table 5 also shows that EE-PA-CE method, by including
MethodsTable 6 shows that the terms beyond the two-body the full Hartree-Fock energy, has smaller errors than the
terms are smallest for the prism and cage structure and largesEE-PA method; this result is expected based on the non-EE
for the boat and ring structure. Therefore, the PA method results. The non-EE results also suggest that the largest errors

2 Beyond V3 denotes the sum of four-, five-, and six-body terms.

3.4.2. Many-Body Effects in Water Hexamédrs.analyze
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Table 8. Timings? for MP4 and Many-Body Methods at
the CCSD(T) Level of Theory, Relative to MP2 with the
Same s-cc-pVTZ Basis Set?

calculation on the full system. As the system size increases
the many-body methods will become increasingly cost-
effective relative to full MP4 calculations. Second, inclusion

timing of the point charges does not change the amount of time
MP4 178 needed to carry out the many-body expansion. Third,
PA or EE-PA 50 inclusion of the full Hartree-Fock energy causes a negligible
3B or EE-3B 110 increase in cost for these small systems.
PA-CE or EE-PA-CE 5.4 Perhaps most importantly is that the pairwise methods are
3B-CE or EE-3B-CE 111 only five times more expensive than an MP2 calculation.

This is important because both the PA-CE(CCSD(T)) and
EE-PA-CE(CCSD(T)) methods perform better than MP2
when compared to the full CCSD(T) calculations. While the
three-body methods are approximately 100 times more
expensive than full MP2 calculations, all of the monomer,
dimer, and trimer calculations are independent of each other

a All calculations use the s-cc-pVTZ basis set. 2 In this table, PA
denotes PA(CCSD(T)), EE-PA denotes EE-PA(CCSD(T)), etc.

should be for the cage and prism (due to not explicitly
including the three-body correlation energy), which is
consistent with the results in Table 5. Table 5 also shows

that the EE-PA-CE errors for the ring, boat, and book hich allows them each to be run on a different processor
structures are lower than the EE-3B errors, while the oppositeW ! W u ierent p '
As a result, the many-body methods are all highly parallel-

is true for the cage and prism. This result can be rationalizedizable and so for moderately sized systems (on the order of
by considering the largest error in each method, in particular y y

failing to include the full Hartree Fock energy in the EE- 10 monomers) can be run in under a day, even at the CCSD-

3B method and not explicitly accounting for the three-body (T) level of theory.

correlation terms in the EE-PA-CE method. The EE-MB- )

(HF) errors for the boat, book, cage, prism, and ring are 0.16, 4- Conclusions

0.06, 0.01,—0.02, and 0.18 kcal/mol, whereas the errors Many-body (MB), electrostatically embedded many-body
associated with not explicitly accounting for the electrostati- (EE-MB), and electrostatically embedded many-body expan-
cally embedded three-body correlation energy af®06, sion of the correlation energy (EE-MB-CE) calculations were
—0.07,-0.21, —0.21, and—0.03 kcal/mol. The dominant carried out on five low-lying water hexamers and compared
errors for the two methods have quite different effects on to full calculations at eight correlated levels of electronic
the different structures. Based on this observation one mightstructure theory ranging from MP2 theory to CCSD(T). We
have predicted that if an EE-3B expansion of the Hartree found that the average absolute errors associated with the
Fock energy were used with an EE-PA expansion of the many-body methods are consistent over the correlated levels
correlation energy that the errors for the book, boat, cage, of theory tested. Furthermore, when the errors obtained with

prism, and ring would be 0.106;0.01, —0.19,—0.24, and

each many-body method for each structure are compared they

0.15 kcal/mol, respectively (assuming the errors are purely are also consistent across all levels of theory.

additive); the actual errors obtained are 0.15, 0:0Q,21,
—0.30, and 0.22 kcal/mol.

In the EE-3B-CE methodyY,; — Ve are accounted for
explicitly in the Hartree-Fock energy, the contribution to

The mean unsigned errors in the relative energies of the
structures are 0.17 and 0.07 kcal/mol, respectively, for EE-
PA-CE and EE-3B-CE calculations, as compared to mean
unsigned errors of 2.47 and 0.92 kcal/mol for conventional

the two- and three-body terms from the correlation energy PA and 3B calculations, although the EE improvement adds
is explicitly taken into account, and the contribution of negligibly to the computational cost, and the CE improve-
correlation energy to the higher-order terms is included in ment requires only adding a HartreBock calculation of
an average way. As a result, the EE-3B-CE method has thethe full system (which, for small- or moderate-sized systems
lowest errors; in particular, Table 5 shows that the error at is negligible or small, respectively). Finally, if one compares
the EE-3B-CE level has a magnitude of 0.07 kcal/mol or the accuracy of the many-body methods for reproducing the
less for all five of the hexamers. CCSD(T) relative (between structures) energy differences
3.5. Timings. In order to evaluate the usefulness of the to the accuracy of full MP2 calculations (where “full” denotes
EE-MB and EE-MB-CE expansions, we must consider not without a many-body expansion, and where we note that full
only their accuracies but also their costs relative to competi- MP2 is commonly used in the literature for water clusters),
tive, or potentially competitive, methods. Therefore, we have we find that carrying out EE-MB, MB-CE, and EE-MB-CE
computed the average times needed, on a single processoialculations at the CCSD(T) level gives far better results,
to calculate the hexamer energies at the MP4/s-cc-pVTZ despite the method being competitive in speed if the many-
levels of theory and also for the eight many-body methods body methods are run in parallel. We have also found that
at the CCSD(T)/s-cc-pVTZ level of theory and have ex- MP2 appears to be somewhat anomalous in that it is the only
pressed these timings relative to the time needed to calculatenethod that has a lower mean unsigned error for the EE-
the same energies at the MP2/s-cc-pVTZ level of theory with PA-CE method than for the EE-3B-CE method, which is
the same computer program and on the same computer (not@robably just an accident.
that even ratios of timings depend on the computer program In addition, we have been able to rationalize the perfor-
and computer). These timings are given in Table 8. First, mance of the EE-MB and EE-MB-CE methods on the
the table shows that all eight many-body methods at the various isomers in terms of the many-body effects of the
CCSD(T) level of theory are less expensive than an MP4 clusters themselves. This will allow us to use the most cost-
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(28) Kitaura, K.; Ikeo, E.; Asada, T.; Nakano, T.; Uebayasi, M.
Chem. Phys. Lett1999 313 701.

(29) zZhang, D. W.; Zhang, J. Z. H.. Chem. Phys2002 119,

effective method possible for future studies and can provide
insight into the performance of these methods on other
systems.

Acknowledgment.  The authors are grateful to Ryan
Olson for an advance copy of ref 18. This work was

supported in part by the National Science Foundation under

grant nos. ITR-0428774 and CHE-0704974.

References
(1) Mgller, C.; Plesset, M. S2hys. Re. 1934 46, 618.
(2) Cizek, J.Adv. Chem. Phys1969 14, 35.
(3) Purvis, G. D.; Bartlett, R. J. Chem. Physl982 76, 1910.

(4) Raghavachari, K.; Anderson, J. Bhem. Phys. Lett1989
157, 479.

(5) Scuseria, G. E.; Lee, T. J.; Schaefer, H. F.AHem. Phys.
Lett. 1986 130, 236.

(6) Head-Gordon, M.; Pople, J. A.; Frisch, M.GQhem. Phys.
Lett. 1988 153 503—-506.

(7) Scuseria, G. E.; Scheiner, A. C.; Lee, T. J.; Rice, J. E;;
Schaefer, H. F., 1I0. Chem. Phys1987 86, 2881.

(8) Lee. T. J.; Rice, J. EChem. Phys. Lett1988 150, 406.

(9) Stanton, J. F.; Gauss, J.; Watts, J. D.; Bartlett, B. Chem.
Phys.1991, 94, 4334.

(10) Rendell, A. P.; Lee, T. J.; Komornicki, £&hem. Phys. Lett.
1991, 178 462.

(11) Rendell, A. P.; Lee, T. J.; Lindh, Rhem. Phys. Letl992
194, 845.

(12) Rendell, A. P.; Guest, M. F.; Kendall, R. &. Comput.
Chem.1993 14, 1429.

(13) Stechel, E. B., Ed. Ibomain Based Parallelism and
Problem Decomposition in Computational Science and
Engineering;Keyes, D. R., Saad, Y., Truhlar, D. G., Eds.;
SIAM: Philadelphia, PA, 1995.

(14) Baker, J.; Pulay, B. Comput. Chen2002 23, 1150-1156.
(15) Nakao, Y.; Hirao, KJ. Chem. Phys2004 120 6375.

(16) Haettig, C.; Hellweg, A.; Koehn, APhys. Chem. Chem.
Phys.2006 8, 1159-1169.

(17) Ishimura, K.; Pulay, P.; Nagase,B.Comput. ChenR006
27, 407—413.

(18) Olson, R. M.; Bentz, J. L.; Kendall, R. A.; Schmidt, M. W.;
Gordon, M. SJ. Chem. Theory Compw2007, 3, 1312.

(19) Raghavachari, K.; Anderson, J.B Phys. Chenml996 100,
12960.

(20) Saebg, S.; Pulay, B. Chem. Phys1987 86, 914.
(21) Galli, G.; Parrinello, MPhys. Re. Lett. 1992 69, 3547.

(22) Murphy, R. B.; Beachy, M.; Ringnalda, M.; Friesner,R.
Chem. Phys1995 103 1481.

(23) Nielsen, I. M. B.; Janssen, C. . Chem. Theory. Comput.
2007, 3, 71.

(24) Lee, C.; Yang, WJ. Chem. Phys1992 96, 2408.
(25) Baroni, S.; Giannozzi, FEurophys. Lett1992 17, 547.

(26) Thay, V.; Rinaldi, D.; Rivail, J.-L.; Maigret, B.; Ferenczy,
G. C.J. Comput. Chenil 994 15, 269.

(27) Assfeld, X.; Rivail, J.-LChem. Phys. Letf1l996 263 100.

3599.

(30) Christie, R. A.; Jordan, K. D5truct. Bonding (Berlin005
116, 27.

(31) Deev, V.; Collins, M. AJ. Chem. Phys2005 122 154102.

(32) Fedorov, D. G.; Kitaura, KJ. Chem. Phys2005 123
134103.

(33) Bettens, R. P. A.; Lee, A. Ml. Phys. Chem. 2006 110,
8777.

(34) Collins, M. A.; Deev. V. A.J. Chem. Phys2006 125
104104.

(35) Fedorov, D. G.; Kitaura, KChem. Phys. Let006 433
182.

(36) He, X.; Zhang, J. Z. HJ. Chem. Phys2006
(37) Jiang, N.; Ma, J.; Jiang, Y. Chem. Phy2006 124, 114112.
(38) Fedorov, D. G.; Kitaura, KI. Comput. Chen2007, 28, 222.

(39) Fedorov, D. G.; Ishimura, K.; Ishida, T.; Kitaura, K.; Pulay,
P.; Nagese, S1. Comput. ChenR007, 28, 1476.

(40) Fedorov, D. G.; Ishida, T.; Uebayasi, M.; Kitaura,JXPhys.
Chem. A2007, 111, 2722.

(41) Kitaura, K.; Sawai, T.; Asada, T.; Nakano, T.; Uebayasi,
M. Chem. Phys. Lett1999 312, 319.

(42) Sugiki, S.; Kurita, N.; Sengoku, Y.; Sekino, Bhem. Phys.
Lett. 2003 382 611.

(43) Hirata, S.; Valiev, M.; Dupuis, M.; Xantheas, S. S.; Sugiki,
S.; Sekino, HMol. Phys.2005 103 2255.

(44) Dahlke, E. E.; Truhlar, D. Gl. Chem. Theory. Comp@&007,
3, 46.

(45) Dahlke, E. E.; Truhlar, D. G.. Chem. Theory Comp&007,
3, 1342.

(46) Woon, D. E.; Dunning, T. H., Jd. Chem. Phys1993 98,
1358.

(47) Kendall, R. A.; Dunning, T. H., Jr.; Harrison, R.JJ.Chem.
Phys.1995 96, 6796.

(48) Dunning, T. HJ. Chem. Phys1989 90, 1007.
(49) Xantheas, S. Sl. Chem. Phys1994 100, 7523.

(50) Hankins, D.; Moskowitz, J. W.; Stillinger, F. H. Chem.
Phys.197Q 53, 4544.

(51) Pedulla, J. M.; Jordan, K. IChem. Phys. Let1998 291,
78.

(52) Mhin, B. J.; Kim, H. S.; Kim, H. S.; Yoon, C. W.; Kim. K.
S.Chem. Phys. Lettl991 176, 41.

(53) Lee, C.; Chen, H.; Fitzgerald, G. Chem. Physl994 101,
4472.

(54) Estrin, D. A,; Paglieri, L.; Corongiu, G.; Clementi, E.Phys.
Chem.1996 100, 8701.

(55) Day, P. N.; Pachter, R.; Gordon, M. S.; Merrill, G. H.
Chem. Phys200Q 112 2063.

(56) Lee, H. M.; Suh, S. B.; Lee, J. Y.; Tarakeshwar, P.; Kim,
K. S.J. Chem. Phys200Q 112 9759.

(57) Xantheas, S. S.; Burnham, C. J.; Harrison, Rl. Chem.
Phys.2002 116, 1493.

(58) Losada, M.; Leutwyler, S1. Chem. Phys2002 117, 2003.



Electrostatically Embedded Many-Body Expansion

(59) Krishnan, R.; Pople, J. Ant. J. Quantum Chenil978 14,

91.

(60) Krishnan, R.; Frisch, M. J.; Pople, J. A.Chem. Physl98Q
72, 4244.

(61) Frisch, M. J.; Krishnan, R.; Pople, J. 8hem. Phys. Lett.
198Q 75, 66.

(62) Adams, G. F.; Bent, G. D.; Bartlett, R. J.Potential Energy
Surfaces and Dynamics CalculatioriBtuhlar, D. G., Ed.;
Plenum: New York, 1981; p 133.

Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Robb, G. E.
S. M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.; Vreven,
T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.; lyengar, S.
S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi, M.;
Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.;
Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa,
J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai,
H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross,
J. B.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann,
R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.; Pomelli, C.;
Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.; Voth, G. A.;
Salvador, P.; Dannenberg, J. J.; Zakrzewski, V. G.; Dapprich,
S.; Daniels, A. D.; Strain, M. C.; Farkas, O.; Malick, D. K.;
Rabuck, A. D.; Raghavachari, K.; Foresman, J. B.; Ortiz, J.
V.; Cui, Q.; Baboul, A. G.; S. Clifford; Cioslowski, J.;

(63)

J. Chem. Theory Comput., Vol. 4, No. 1, 2008

Stefanov, B. B.; Liu, G.; Liashenko, A.; P. Piskorz; Koma-
romi, |.; Martin, R. L.; Fox, D. J.; Keith, T.; M. A. Al-Laham;
Peng, C. Y.; Nanayakkara, A.; Challacombe, M.; P. M. W.
Gill; Johnson, B.; Chen, W.; Wong, M. W.; Gonzalez, C.;
Pople, J. A.Gaussian03-version cOleds.; Gaussian Inc.:
Wallingford, CT, 2004.

(64) Halkier, A.; Koch, H.; Jorgensen, P.; Christiansen, O.;
Nielsen, I. M. B.; Helgaker, TTheor. Chem. Acd 997, 97,
150.

(65) Nielsen, I. M. B.; Seidl, E. T.; Janssen, C.JLChem. Phys.
1999 110, 9435.

(66) Xantheas, S. S.; Apr&. J. Chem. Phys2004 120, 823.

(67) Fanourgakis, G. S.; Apr&.; Xantheas, S. S. Chem. Phys.
2004 121, 2655.

(68) Su, J. T.; Xu, X.; Goddard, W. A., Ill. Phys. Chem. A
2004 108 10518.

(69) Xantheas, S. S.; Burnham, C. J.; Harrison, Rl. Xhem.
Phys.2002 116, 1493.

(70) Zhao, Y.; Truhlar, D. GJ. Chem. Theory Compw002, 2,
1009.

CT700183Y



42 J. Chem. Theory Compw2008,4, 42—48

l‘ I ‘ Journal of Chemical Theory and Computation

Reuvisiting the S;/Sp Degeneracy Space along the
Exocyclic Methylene Twist Motion of Fulvene through a
Two-Step Procedure

Masato Sumita and Kazuya Saito*

Department of Chemistry, Graduate School of Pure and Applied Sciences,
University of Tsukuba, Tsukuba 305-8571, Japan

Received July 31, 2007

Abstract: We have characterized the degeneracy space (DS) between the ground (Sp) state
and the first excited (S;) state along the exocyclic methylene twist motion of fulvene, using our
calculation strategy, i.e., a two-step procedure with CASSCF. The origin of the “cancellation
error” on locating degeneracy points under geometrical constraints is analyzed, leading to a
method to assess adequacy of the strategy. According to our estimation, these Si/Sy DPs are
optimized for energy within 2.0 x 1073 £, A~ (the value of root-mean-square). From the obtained
S1/50 DS, we provide some information about the exocyclic methylene rotation by 180°.

1. Introduction We have circumvented the cancellation error by a two-
Recent theoretical calculations elucidated the importance ofstep procedurg!®3We however did not assess how well
the conical intersections which are the real state crossingenergy was minimized with the two-step procedure. The goal
between the same spin multiplicity statésA degeneracy  of this paper is to clarify how well energy is minimized using
point (DP), which is an apex of a conical intersection, is not the procedure and what condition is required for the
an isolated point but consecutive space (see the next sectioprocedure. To this end, we selected fulvene as a calculation
about the details). The method to locate stationary DP (e.g.,target.

the lowest energy degeneracy point: LEDP) has been already Fulvene is known as one of the isomers of benzene and a
established:* However, some theoretical calculations indi- product of its photoisomerizatioii:1” The radiationless
cated the importance of exploring the degeneracy spacedecay from the first excited ) state in fulvene is
(DS)>" Hence, the method to explore the DS as a function observed®-2! Theoretically, this radiationless decay can be
of an arbitrary internal coordinate of the molecule is desired. explained by the existence of some DP% 24 These
Some methods characterizing the DS along an arbitrary theoretical results suggested the possibility of the exocyclic
internal coordinate of molecules have been reported. In themethylene rotation by 1800n the other hand, cigrans
method based on Lagrange multipliers for optimization in photoisomerization is experimentally observed in the fulvene
the DS? the determination of the section of the DS along a derivative. The photoisomerization &-Z-2-tert-butyl-9-
variable is possibl&In the projected gradient methdeyhen (2,2,2-triphenylthylidene)fluorene is recently observed ex-
one uses the method with a geometric constrain beyondperimentally?s This means that fulvene is useful as photo-
symmetry, the point at which energies are not degeneratedswitches if suitable substitutions are selected. To select the
is located. This undesirable result is called a “cancellation syitable substitutions, it is necessary to know the condition
error” which has been discussed, and some methods tothat makes it possible for the exocyclic methylene to rotate
circumvent the problem have been propo&&d? According by 180. Bearpark et al. suggested that the@excitation

to these discussions, the origin of cancellation error is due to S is needed for the rotatiof.In this paper, considering

to the loss of the orthogonality between a degeneracy lifting the existence of th&/S, DPs, we additionally discuss the
space and its complement space. We will however show thatcondition of the exocyclic methylene rotation by 180

it is not the case. Bearpark et al? have already revealed that thr8g¢S, DPs
(DPpianai Ca, planar structure, Di2: exocyclic methylene

* Corresponding author e-mail: kazuya@chem.tsukuba.ac.jp. is rotated by about 83with C, and DRep exocyclic

10.1021/ct700190m CCC: $40.75 © 2008 American Chemical Society
Published on Web 11/09/2007
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methylene is perpendicular to a five-membered ring \Witf) In the projected gradient method, the following gradient
exist in the sam&/S, DS which is predicted to be chemically is used

relevant to cis-trans photoisomerization in contradiction to co

the suggestion by Deeb et AlHowever, we have some g =PVE, + 2(E;, — Eg)V(E;, — Ey) (4)
guestions about the previous mappBds, DS? Here we

will give more reliable results in the geometry with better
energy degeneracy.

In section 2, we analyze the origin of the “cancellation
error” and suggest the method to assess the validity upon
using our computational strate§y?-*3In section 4, picking
up the exocyclic methylene rotation of fulvene, we will show
the valid condition in applying the two-step procedure based .
on section 2. Utilizing the procedure, the possibility of the
methylene rotation in a fulvene molecule by 188
discussed.

where P is the projection operator onto then (— 2)-
dimensional intersection adapted coordinates. That is to say,
P deducts DC and GD frorWE;. Here, we write the GD in
a non-normalized form for simplicity although the GD in
eq 4 is practically coded in a normalized forra,

Hereafter, we regarH; as a function of internal molecular
coordinatesy; (i =1, 2, ...,n), and defineg as a unit vector
in the direction of the displacement af. & must be
orthogonal to each other. For instaneecan be obtained
by orthogonalizing the unit vector of a physically significant
set like bond lengths, bond angles, and dihedral aridles.
Then, VE; can be represented by derivatives with respect to

2. Theoretical Discussion n(i=1 2 ..n)

To describe the conical intersection, an apex of which is a

DP, two coordinates are needed. One is a gradient oE, oE, oE,
difference vector (GD) VE, = o g, ety (%)
9=V(E, ~E) @) For convenience, we classify the componentsvé into

and the other is a derivative coupling vector (DC) four groups.

oE oE oE oE
= [W. VW, 2 = 2eTq4 e Ty LTy LT
1V¥ @ VE, avLeL +81/MeM +8vses +81/p
In egs 1 and 2, the gradieRtis a vector operator in nuclear
coordinatesW¥; andW, are wave functions of the upper and
: : ; =Y —ep+ty —e+y —eg+
lower states, respectively. Their energies are denotd] as Z aULheLh 2 o, e"" Z aUSJeS
andE,. The pair @, h) is usually called a branching plane
or a g-h pl‘_amé:27 In the complement or.thogonal space to Z _epk (6)
the branching plane, the degeneracy is preserved. In this p i
paper, we refer to this complement space as a degeneracy
space (DS) which is sometimes called a conical intersectionWhere z. is the group of the components which has no
hyperline or seard?’ The DS is i — 2)-dimensional space overlap with the branching plane. Botly and vs are the

for two states, whera is the number of molecular internal  9roups of the components having overlap with the branching

degrees of freedom. We denote unit vectozsand x, plane, butrsis the variable that is constrained. On the other
hand,»p is the group of the components that lie within the

=9 = h 3) branching plane. Corresponding unit vectors are denoted by
Yoggl T2 h e, ew, & ande and distinguished by an additional subscript.

on the branching plane anad (— 2)-dimension internal After applyingP, eq 6 becomes

coordinates orthogonal to the branching planefa, ..., oE,; oE,

Xn. Xi (i = 3, 4..n) is referred to as intersection adapted PVE, = Z —ea,t Z Cvi— € T

coordinateg’ Intersection adapted coordinates are different I ' Um,i

from nonredundant internal coordinates because each of the ok,

x (i = 1, 2..n) is represented as a linear combination of Z Csiy ~ es, (7)

some variables like bond lengths, bond angles, and/or

dihedral angles. To locate the lowest energy degeneracy pointynhere coefficientsgy andcs;, satisfy
(LEDP) in DS, some optimization methods have been

developed:*?®The projected gradient methad extensively Cui =1 X 8y —1=X;- 6y,
used. If this method is used together with a geometric
constraint beyond molecular symmetry, however, a point at
which the energy of two states are not degenerated is finally = loxce —1—x -6
reached. We have pointed out that this error is due to S 178, 2" 8,
constraining the variables that have components in the =1-c;
branching plané.In the following discussion, we show that

the error is due to constraining the variables that have The branching plane component should be represented by
components in both the branching plane and the intersectionthe deducted component. Then we write the component of
adapted coordinates. the second term in eq 4 as

=1-—cy, (8a)

] (8b)
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oE; oE; Table 1. Values of the Difference (E; — Ep) (in En) and
V(E, — Ep) = z CMI eM + z Cs; et the Gradient, Eq 4 to 6, and
0.5y/2(E; — Ep)|Csgl (in Eq A1) along 6 in the First Step?

Za_Elep 9 0w (E-E) Cso  05v2E - E)iCsd  RMS
k

Upk 0 0.00000  0.00000 0.00000 0.00000
5 0.00002  —0.01530 0.00005 0.00030
Equation 4 then becomes 10 0.00008  —0.00890 0.00005 0.00058
oE, 9E, 15 0.00016  —0.01294 0.00012 0.00085
clo _ 20 0.00028 —0.01647 0.00019 0.00108
9 = Z (3ULh it Z Cumi (E)UM- + 25 0.00041 —0.01928 0.00028 0.00127
E\ o [ ®  ouwd _oozs  om0m 000l
' 5 .00064 —0.02185 . .00145
2~ B, CINY B JZ Csi S) + 40 0.00070  —0.02119 0.00040 0.00141
9E, ! BE 45 0.00070  —0.01902 0.00036 0.00127
' 50 0.00061  —0.01530 0.00027 0.00102
2E EO)CS’( ))es * Z 2E EO)( P)%k (10) 55 000042 —0.01018 0.00015 0.00068
’ 60 0.00017  —0.00405 0.00004 0.00027
Although the third summation term is eliminated for 63.1  0.00000 0.00000 0.00000 0.00000
geometric constraint, we keep this term for clear discussion. 65 0.00010  0.00235 0.00002 0.00016
The following condition is also implicitly imposed because 70 0.00031 0.00791 0.00010 0.00053
of the orthogonality between the intersection adapted coor- 75 0.00038  0.01125 0.00016 0.00074
dinates and branching plane: 80 0.00028  0.01103 0.00013 0.00072
85 0.00009  0.00686 0.00005 0.00044
ok, 90 0.00000  0.00000 0.00000 0.00000
PVEl : V(E Eo) - z Cw, |C|v| i + a2 The RMS values of the projected gradient which is obtained after
E)”Mi the second step is also listed.
9E,; \2
z CSJCSJ( ) =0 (11) the cancellation error does not occur because there are no
Si dependences betwe8B:/dvy,; anddEi/dvs; by eq 11. If both

Csj andcg; are not zero, then the cancellation error occurs.
Therefore, in contradiction to the previous suggestion (the
l=N orthogonality between the first and second term in eq 4 is

3U_Lh 0 (12a) lost due to the constraint), to keep the orthogonal condition
’ [eq 11], the first term offsets the second term in eq 4.
Recently, this cancellation error has been circumvented
by several methods? 12 Migani et al’ circumvented it by
scaling the second term in eq 4 with a factor of 100.

According to eq 10, the convergence condition then reads

1

oE; oE
g+ 26~ Bz, =0 (120)

el = Yamazaki et al! circumvented it by orthogonalizing the
CSJa 26 - EO)CSiaTSI =Gy (12c) internal coordinates of molecules. With the gradient of which
the constraint is applied before the projection\wd; onto
oE, the intersection adapted coordinates, Bearpark €tteve
2(8, - EO)BU_P,k =0 (12d) succeeded to map ti8/S, DS along the exocyclic methylene

rotation of fulvene with a maximum energy gap of 0.4 kcal
Here,Cg; is finite. Equation 12(a) shows that optimization mol™2. It is, however, noteworthy that the points at which a
will be successful if the variables that have no overlap with maximum energy gap is approximately 0.4 kcal mMdkee
the branching plane are employed. As for eq 12(d), two Table 1) can be located by using the default gradient (our
situations are possible. Onekis — E; = 0 and the otheris first step). That is, there is no difference in effect between
0E1/dvpx = 0. The former condition is, however, ruled out the default gradieAtand the modified gradieit.
by the following reason: Multiplying eq 12(b) byui(9E/ On the other hand, in our easy computational strategy, after
dvm;) and using eq 11 optimization using eq 4 (i.e., converging to the geometry
oE, 9E, satisfying eq 12), we carried out the geometry optimization
Z Cs,CsJ( ) =2(E, — Ey) z c, (a ) (13) using only the second term in e#%*3We have used this

computational strategy without estimating how well energy
_ _ . is minimized within the intersection adapted coordinates.
is obtained. Apart from special cases (e.g., the valuespf  Here we try to assess the validity of the strategy. Multiplying
corresponds to that of a LEDR};Cs (0E/dvs;)* is not zero g 12 bycy,(8E1/duw;) and using eq 11, we obtain
from eq 12c. The right-hand side of eq 13 is not zero,

Unmii

accordingly. Namely, the optimization converges to the point 9, 9E,
where two states do not degenerate (.7 Ep). This is z cMI —) =2(E, — Ey) z CsiCs{ — (14)
really a “cancellation error”. If eithecs; or cg; is zero, then M, dvg;
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H5 _He -230.647 T T T T T T T
~C6
Ha (|-115 H1 -230.648 - j/f T
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\\ // -230.649 - | N
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= f
Figure 1. Atom numbering using throughout this paper. 5-230351 r 1

This equation indicates the variables which have overlap with 230652 |- | S T T
both the branching plane and the intersection adapted . .|/ J
coordinates cannot work as an independent variable for [
optimization due to geometric constraint. In turn, the second -230.654 [{ ]
step optimization is successfully limited in effect within the , , , , . . .
. . . . . -230.655

intersection adapted coordinates if eq 14 is small enough. 1 2 3 4 5 6 7 8 9
The two-step procedure is, in this sense, not for improving the number of itaration for geomety optimization

the energy degeneracy but for the better geometry in the DS.Fjgure 2. The example of the two-step procedure in locating
Validity (or limitation) of the strategy can be assessed by DP at § = 45°. The starting structure was produced by

using eq 14 as will be shown later. replacing the value of 0 of the DP at 6§ = 40° by 45°. Open
symbols (diamond and circle) indicate the first step iteration.
3. Computational Details Filled symbols (diamond and circle) indicate the second step

All calculations in this paper were carried out using the iteration. At iteration number 6, the first step (using the default
CASSCF method implemented in GAUSSIAN39&ith the gradient g©° (eq 4)) was completed, whereas the second step
correlation-consistent polarized valence double-zeta (cc-(using the second term of g©© (eq 4)) started from iteration
pVDZ) basis set. An active space of six electrons in six nNumber 7.
orbitals was used, correspondingtorbitals. CASSCF were -230.634 .
carried out using th&/S, state-averaged orbital, with the
two states weighted equally.

To characterize5/S DS, we carried out two-step opti- -230.638
mizations described in the previous section. In the first step,

. . L -230.640

we used eq 4 as gradient until the square root of eq 14;
becomes sufficiently small as will be shown in the next 2 -230.642
section. In the second step, we used only the second term ir]_‘l'C_,J 230,644
eq 4. '

Starting from C,, planar structures, th&/S DS was -230.646
scanned irC, symmetry along the exocyclic methylene twist
motion with a step size of°Gup to C,, twisted structures.

Our calculation is not definitive because the CASSCF does  -230.650
not take into account effects of dynamical electronic cor- .0
relation. However, the behavior we have predicted in this 0 10 20 30 40 50 60 70 80 90
paper would not be affected qualitatively by it. 8 /degree

T T T
S1/So DS —¢—

-230.636

-230.648

Figure 3. The result of the S;/S, DS along 6.
4. Results and Discussion , . . , _
The atomic numbering is shown in Figure 1. Hereafter, variables §E,/dvs) in the first step [using the defau'ltgradlent,
denotes the twist angle of the exocyclic methylene. In Figure €d 4] The value ofdEi/dvs;) can roughly be estimated by

2, we show the example of the two-step procedure locating Csj in eq 12c. AsCg; includes the normalization factor of
DP atf = 45. the GD, the values ofs; are larger thanaEi/dvs)). In the

In eq 14, we have shown that the variablag, that have system we targeted, only one va_riab?e,is constrained. It
overlap with both the intersection adapted coordinates andiS known that mutual transformation between forces repre-
the branching plane are dependent on the constrainegsénted by Cartesian coordinates and by nonredundant internal
variables that also have overlap with these two spaces. Fronfoordinates is possibfé.Furthermore, the physically sig-

eq 14, the square root of the gradient#grin the intersection ~ Nificant set can be written by the linear combinationeof
adapted coordinates is given by Therefore, the right-hand side of eq 15 can be written by

using 6.

OE,

2
2
C: |— frd
IZ M,i aUM'i
According to eq 15, how geometries are well optimized in 9E,

intersection adopted coordinates depends on the magnitude 4/2(E; — Eg)Cg,Csy
0

of E; — Eo and the gradient with respect to constrained Use

O, |2 o, )2
z CM,iZ —| =A/2E —Ey) Z CsiCs| —| (15)
T aUM,i ] 0

Usj

= y2(E; — Eg)Cs4C54Csp (16)
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Figure 4. Geometric change along Si/Sp DS. (a) carbon—carbon bond lengths and (b) carbon—hydrogen bond lengths.

The values of the/(E,—E,), which is the square root of the ~ both the intersection adapted coordinates and the branching
difference between energies of tBeandS, andCsg that is plane. Unless so, the first step optimization should converge
the value of eq 4 as the gradient alahgare given in Table  to DP.

1. Furthermore, the upper bound gﬁsgcgg can also be
estimated by the inequality between arithmetic and geometric, DPanas the degeneracy occurs by elongating the exocyclic

means, i.€.4/CsCsy = 0.5. The degree of optimization in 4o ple hond and enhanced allylic character. On the other
the variables which overlap with both intersection adapted hand, in DRep? the degeneracy stems from the/Dy
cogrdlnates and the branching pl.ane can therefore besymmetry required conical intersection of the cyclopenta-
estimated as 0\52(E1—I_EO)C39 approximately. From Table  gieny| radical®®® The bonds that compose the five-
1, the gradient of, with respect to the variables which o mpered ring become more similar to each other. Indeed,

correspor_ld taw is_approxi_matel_y 0.0004 (i, A™). From .__the bond lengths of C1C2, C5-C1, and C2-C3 become
our experience, this magnitude is small enough to reopt|m|zeabout 1.4 A equally. In spite of the different origin of the

from each point obtained in the first step to locate $1& DP, Figure 4 shows that the electronic structure is continu-

DP using the second term of eq 4. We show the root-mean- .
square (RMS in Cartesian coordinate) of projected gradient 2US!Y changed from Dfuarto DRer, This demonstrates that
DPyjanarand DRerp are in the same DS.

on E; [the first term in eq 4] whose component of exocyclic
methylene rotation is given in Table 1. According to the  The behavior of the exocyclic double bond-G56 is very
values of RMS of Table 1, the geometry of the finally interesting. We expected that the tendency of the geometric
obtained DP is optimized within 1.5 10-3 E, A~* at worst. change of C5C6 is changed in the vicinity of DR
These RMS values are comparable to those of the feSidU&'corresponding to the global minimum on ti® state.
gradient optimized “loosely” by GAUSSIAN 98. There is  However, around DR (i.e., aroundd = 60°), there are no
one more important condition for validity of the two-step particular changes. This implies that the electronic structure
procedure. The tendency of change of the value of the RMS g ot changed around BP Instead, the tendency of the

indicates a similar change of the value of (16) aléhd his geometric change of G5C6 is changed around BPHence,
means the final geometry may be in the same intersectionWe can imagine that the DPs betwen= 0" and§ = 75

;’:Lda?te? (;oordFmates of the g_eometry_fv;/r:\ 'C? 'S dObtam?(ih' " will be photochemically discriminated from the DPs between
€ NIrst step. From our Expernences, 1l the tendency ol M€ » — 8o ando = 90, To clarify the final product via th&
change of the final RMS is different from that of eq 16, L .
. . state, we have performe® geometry optimizations using a
resultant DS would not be meaningful. In Figure 2, we show )
the example of the two-step procedure locating D at state-averaged orbital from structures neagd>BPss, and
45, DPgo. Starting structures were generated by distorting the

DP geometries in the direction of GD. These results indicate

DS. TheS/S DS characterize8/S, using the above strategy tlhat t'he prﬂdﬁlct }Nhose[:) EXSCYC“C erEthyll:)ene |sdro|;ated by
is shown in Figure 3. A recent second-order derivative 80 is avallable from DR but not from DR; and DRs

calulation in theSy/S, DS has revealed that DRn and Therefore, if theS, excited fulvene can ref'ich the DPs
DPyerpare second- and first-order saddle points, angs ~ Petweerny = 80" andd = 90, then the exocyclic methylene
almost the global minium on th§, excited state an&/S rotation by 180is possible. If DPs in this area are stabilized
DS though its energy is slightly lowerd by pyramidalizatf@n. by the proper substitution so that tBeexcited fulvene can
Our result is favorably compared with the second derivative reach this area, then eisrans photoisomerization will
calculation. The energies of the two states agreed withif 10 become possible. In the dibenzofulvene system witosg

Ey for all the DPs located. Starting from QRas we have photoisomerization is observed recerifipdding the benzene
characterized th&/S DS alongf up to DR This result to fulvene may give rise to the stabilization of the DPs
also tells us tha® is the variable which has overlap with betweend = 80 and6 = 90.

The origin of degeneracy of DR.arand DRepis different.

Now, it is in order to see some details of the characterized
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5. Conclusion

We have shown that the cancellation error is due to the
constraint of the variables that have components in both the
branching plane and the intersection adapted coordinates.
Accordingly, the valid condition for the two-step procedure
is limited. Taking into account the limitation, we have
characterized th&/S DS along the exocyclic methylene
rotation coordinate of fulvene within 1.5 103 E, A~1in
energy at worst.

Our calculation, which we have shown in this paper, is
limited to C, symmetry. Though systems which have no
symmetry like ref 25 should be explored, the following
conclusion would be worthy to be noted. The photophysical/
photochemical behavior changes in the continuous DS. The

DPs where the photochemical property changes are not the

saddle point on th&/S DS within C, symmetry. That is,
the product obtained vi&/S, DPs in the vicinity of DR3
does not change. It is difficult for the exocyclic methylene
to rotate by 180 when theS, excited fulvene transits t&
via DPs between DR..-and DRs. However, in DPs between
DPsoand DR, the exocyclic methylene rotation is expected.
Therefore, photochemically, RR perpmay be discriminated
from DPByjanar-75.
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Abstract: Pentacoordination at phosphorus is associated with a nucleophilic displacement
reaction at tetracoordinated phosphorus compounds and shows a great variability in what
respects their geometrical and energetic features. By means of a systematic theoretical study
on a series of elementary model compounds, we have analyzed the bonding features. The
pentacoordinated phosphorus compounds are held together by dative bonds, and the geometry
and stability depends on the inductive effects originated by different substitutes at phosphorus.
We show also that an external electric field can modify the geometrical features and the reactivity
of the nucleophilic substitution reactions. This issue may have great interest in biological reactions
involving pentacoordinated phosphorus where the electric field originated by the folded protein
could influence the catalytic process. We report also additional calculations on the geometry
and NMR spectra on three triphenyl phosphonium ylide derivatives, and our results compare
well with the experimental data.

Introduction of phospholipids catalyzed by phospholipasélDmay exist

A detailed knowledge on the electronic nature of penta- in phosphoryl transfer in GTP hydrolysis by RAS protés
coordination at phosphorus is of great interest in chemistry and as an intermediate in the phosphoryl transfer reaction
and biochemistry-12 Pentacoordination at phosphorus is catalyzed by g3-phosphoglucomutase? although some
mainly associated with a nucleophilic displacement reaction controversy exists in the literature regarding the true nature
at tetracoordinated phosphorus compounds, which is associof this intermediaté:*

ated with cell signaling and energetics and many aspects of Pentacoordination at phosphorus occurs mainly in trigonal
biosynthesis. These nucleophilic reactions occur in the so-bipyramid structures, and it has been observed that the apical
called associative processes, which can follow a concertedbond lengths show a great variability, which depends on
pathway, with a trigonal bipyramid transition state, or an several factors as the nature of the substitutes at P, the
addition—elimination pathway, involving a pentacoordinated influence of hydrogen bonding or the charge around phos-
phosphorane intermediate’'%1314 These processes are phorusti1417.18|t appears therefore that such variability
important in chiral reactions. Those following a concerted would affect not only the stability of these compounds but
pathway take place with inversion of configuration, but in also the transition states involving pentacoordination at
pathways involving pentacoordinate intermediates, a Berry phosphorus and consequently the reactivity. The factors
pseudorotation may occur, which could involve retention of affecting this variability are crucial for a complete under-
configuration>*! Pentacoordinated phosphorus intermediates standing of nucleophilic displacement at phosphorus. They
are found, for instance, in the Wittig reactinin human are still not well rationalized and are the main goal of this
o-thrombin inhibitors} and as intermediates in the hydrolysis study.

Extensive theoretical studies have also been reported in

* Corresponding author e-mail: anglada@iigab.csic.es (J.M.A.), the literature, which have provided valuable information
rcsqtc@iigab.csic.es (R.C.). regarding different aspects of the reaction mechanisms of

10.1021/ct700220z CCC: $40.75 © 2008 American Chemical Society
Published on Web 12/05/2007




50 J. Chem. Theory Comput., Vol. 4, No. 1, 2008

Marcos et al.

phosphate reactions, the importance and possible existence&cheme 1 2

of pentacoordinated intermediates depending on the reaction

conditions, and the effects of the solvent in the reactiit§’

In this study we have focused our attention on the inductive
effects affecting pentacoordination at phosphorus and its
bonding features. To this end, we have considered, in the
first stage, a series of model systems for which we have
investigated the effect of different substitutes at phosphorus
as well as the effect of polarization and the effect of an
external electric field. In the second stage, we have also
investigated a series of triphenylphosphonium ylide deriva-
tives for which experimental data exist in the literature.

Computational Details

All geometry optimizations carried out in this work have
been performed with the density functiomaPW1PW918
employing the 6-3+G(d) basis sef® At this level of theory

we have also calculated the harmonic vibrational frequencies
to verify the nature of the corresponding stationary point
(minima or transition state) and to provide the zero point
vibrational energy (ZPE). ThmPW1PW91 functional has
been found to be adequate to describe systems with long-
range interactions, especially with dative boPftisloreover,

the reliability of this functional, with respect to the geo-

RO——P——O0R RO—P—OR

h,,

$
N
I
F

H3C'O O_CH3 F
c d

2RO = HO (1); CH3O (2); HCOO (3); CF0 (4).

Results and Discussion

metrical parameters, has also been checked by performing;the Model Systems POX(RO), Pentacoordinated Com-

for some test models, comprehensive test calculations
employing the MP2-52 ab initio approach and using the
6-31+G(d), 6-31H1H-G(d), and 6-311G(3df, 3pd) basis sets.
The results obtained compare quite well and are collected
in the Supporting Information. Moreover, for the cases where

pounds. One important point regarding the chemistry of
pentacoordinated phosphorus compounds refers to the vari-
ability of the apical bond distancé&s! In order to analyze
and rationalize this issue we have carried out a series of
calculations on the POXRO), model systems. These

reactivity has been considered, we have performed, for eaChpentacoordinated model systems have been depicted in

transition state, intrinsic reaction coordinate calculations
(IRC)**%8in order to ensure that the transition states connect

Scheme 1 and possess a trigonal bipyramid structure. Here
X are equatorial substitutes (3¢ CHs (a); HO (b); CH3O

the desired reactants and products. In the second step, thgc); and F @)) and RO are apical substitutes (ROHO (1);

relative energies of the stationary points were corrected by
performing single point energy calculations using the
mPW1PW91 functional with the 6-3#1G(3df,2p) basis
set®” In addition, we have also checked the reliability of the
activation and reaction energies by performing, for all
stationary points of a given reaction (reactidn see below),
additional single point energy calculations at the higher level
of theory CCSD(T)/IB®%2 The results obtained at the
mMPW1PW91 and CCSD(T) level compare very well and are
contained in the Supporting Information.

For the three triphenylphosphonium ylides considered, we
have also computed the NMR spectra by performing B3LYP
single-point calculatiorf§ at the optimized geometries, using
the GIO metho%5and employing the 6-311G(2d,p) basis
setd’

The quantum chemical calculations carried out in this work
were performed by using the Gauss$faprogram package,
and the Molden prografhwas employed to visualize the
geometric and electronic features.

The bonding features of the different systems considered
were analyzed by employing the natural bond orbital (NBO)
partition scheme by Weinhold and co-work&rand the
atoms in molecules (AIM) theory by Bad&The topological
properties of wave functions were computed using the
AIMPAC program packagé.

CHz0 (2); HCOO @); and CEO (4)). Along this work, the
different models are labeled by a number as a prefix,
according to the apical substitutes, followed by a letter as a
suffix according to the equatorial substitutes. Thus, com-
poundlacorresponds to PO(G)(OH),, whereas compound
3c corresponds to PO(GB),(HCOO), (see Scheme 1).

Please note also that in these model systems the charge
of the system is-1, the two apical substitutes are identical,
and that inb and c the two equatorial substitutes are
oppositely oriented. Moreover, it is also worth reminding
the reader that the donor character of the apical substitutes
is HO > CH30 > HCOO > CF;0 and the donor character
of the equatorial substitutes is @it HO > CH3O > F so
that these series of model systems allow us to analyze
combinations of electron withdrawing groups and electron
donor groups on the phosphorus coordination. The most
significant geometrical parameters of the optimized structures
are displayed in Table 1, which also includes the tetracoor-
dinated phosphoric acid RO, for comparison. Figure 1
shows the dependence of the apical bond lengths with respect
to the apical and equatorial substitutes at P. The Cartesian
coordinates of each pentacoordinated model system are
reported in the Supporting Information.

For HsPO,, Table 1 shows that our calculations predict
the P:-O bond length to be 1.476 A and the three-®H
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Table 1. Optimized Bond Lengths (in A) to Phosphorus in Table 2. Natural Occupation at Phosphorus, Stabilization
HsPO, and the Pentacoordinated 1a—4d Model Energies (AE(2) in kcal-mol~t) Associated with the Most
Compounds Important Donor—Acceptor Interaction Involving the Apical
substitutes Bonds and the Natural Charges at Phosphorus (Q in e)¢
compd apical equatorial P—ORapica) M(P—Xequatoria) HP—O) P natur_al stabilization energies
HsPO 1.602 1.476 IO Gmion— opx— opioz
la oM CHs 1.814 1849 1545 compd s P4 Ohos" Ohios’ Obios” QwolP)
1b OH OH 1.768 1.660 1.527 la 091 185 0.09 3351 30.67 28.88 2.12
1c OH OCHj3 1.742 1.673 1.539 1b 0.77 159 0.11 29.80 22.66 21.59 2.51
2a OCHs CHs 1.841 1.841 1.521 1c 0.77 156 0.11 28.86 20.02 23.54 2.54
2b OCHjz OH 1.778 1.660 1.510 2a 0.91 1.81 0.08 31.86 39.14 27.90 2.17
2¢ OCHjz CHs 1.749 1.677 1.514 2b 0.77 155 0.10 25.50 30.71 20.28 2.56
3a OC(H)O CHs 1.908 1.832 1.507 2c 0.76 1.51 0.10 24.27 24.41 16.98 2.59
3b OC(H)O OH 1.835 1.635 1.495 3a 094 182 0.08 35.52 35.23 31.58 2.13
3c OC(H)O OCHs 1.818 1.639 1.499 3b 0.77 157 0.10 29.04 24.04 23.34 2.53
3d OC(H)O [= 1.780 1.609 1.496 3c 0.77 153 0.10 28.80 24.08 22.12 2.58
4a OCF; CHs 1.980 1.826 1.488 3d 0.76 1.49 0.11 24.88 20.59 24.90 2.62
4b OCF3 OH 1.878 1.625 1.480 4a 0.95 1.82 0.07 35.94 38.97 34.06 2.12
Ac OCF; OCHs 1.882 1.616 1.484 4b 0.77 157 0.10 29.43 24.43 26.59 2.53
4d OCF3 E 1.808 1.591 1.476 4c 0.77 153 0.10 32.39 25.32 27.89 2.58

4d 0.75 150 0.11 28.48 2290 28.43 2.62

- .. 2 0p105s — Op1oghas the same value as op10s — 0py0s- 2 The same
bond lengths to be 1.602 A. The nucleophilic addition of interaction occurs from each opx equatorial to each o} apical bond.

the HO anion to HPQ, leads to the pentacoordinated cg, o, — o .has the same value as opiop — 05105 @Bond
compoundLb and produces a lengthening of 0.051 A in the numbering is according Scheme 1.
P---O bond and of 0.058 A in the equatorial-fFOH bonds,

compared with the #-O and the P-OH bond lengths in  sypstitute= OH) to 1.883 A in4c (apical substitute= OCF)
phosphoric acid, but the two apicai-FOH bond distances  (see Table 1 and Figure 1). In the case whether the equatorial
(1.768 A) are predicted to be much longer (see Table 1). gypstitute X is F, we have only found pentacoordinated
Regarding the remaining pentacoordinated model systemscompounds with apical substitutes HCO8dY and CEO
the results of Table 1 and Figure 1 show a great variability (44).
of the P:ORapica bond length, which depends on the  These results indicate two important points, namely a
character of both X and RO. Thus, the apical bond distance gjfferent nature of the apical and equatorial bonds and a great
changes as much as 0.238 A, from 1.742 Aato 1.980 A jmportance of inductive effects on pentacoordinated phos-
in 4a, whereas the changes in the equatorial bond lengthspnorus compounds. In order to get a deeper knowledge of
(P-+*Xequatoriai@nd P++Oequatoria) are smaller than 0.070 Afor  the features of bonding at phosphorus, we have carried out
all the model compounds. Table 1 and Figure 1 also show g study of the bond properties according to the Atoms in
that, for the same equatorial substitute, the®Rapicabond  Molecules (AIM) theory by Bader and the Natural Bond
length is shorter as the donor character of OR increases, whilegpitg] (NBO) theory by Weinhold. A detailed discussion
the donor character of the equatorial substitute X results in of the AIM analysis is given in the Supporting Information
an increase of the:PORgpicaibond length. Thus, forinstance,  ajong with the computed topological parameters at the bcp
for X = CHs, the P++Ogapica bond distance changes from of the P++Ogpicat the P++Xequatoris and the PO bonds
1.814 A in 1a (apical substitute= OH) to 1.980 A ind4a  cojlected in Table S4. In general, and regarding the apical
(apical substitute= OCFs), while for X = CH;O, the  pongs, the range of values fog and V2o, are characteristic

P-+-OapicaboNd distance changes from 1.742 Alin(apical  of “closed shell” interactions, so théte two apical bonds
d (P-ORupical/A in these model systems can be classified agéalihe large
2.00 variability of the P--O apical bonds pointed out above,

BOH

d4a

1.95 ,, 5OCH; depending on the nature of the substitutes, is also typical of
1.90 ® .,, BHCOO dative interactiong!72
185 " 3 3¢ o |HOCFs Additional information is provided by the NBO analysis.
1.80 o 2 2 3d In Table 2 we have displayed the natural occupation at the
1.75 ¢ P atom, the natural charge on P, and the stabilization energies
1.70 (AE(2)) associated with the charge-transfer interactions of
165 the relevant doneracceptor orbitals involving the apical
1.60 Xequatorl bonds, that is, the bondingP—Oagpica), 0(P—Xequatoria), @nd

CH, OH F

OCH, o(P—0) NBOs with the antibonding acceptot(P—Oapica)
Figure 1. Diagram showing the dependence of the apical NBO. This stabilization energy has been computed with the
bond lengths in the pentacoordinated POX,(RO), model second-order perturbation theory with the Fock matrix in the
compounds on the nature of the apical (RO) and equatorial NBO analysis and the natural charges on phosphorus. The

(X) substitutes on P. NBO analysis indicates that the natural occupation in the d
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shell is always less than or equal to 0.11 and consequently Please note that in this section, all reactions considered
excludes the participation of the d-orbital in the hybridization are symmetric as the entrance and leaving groups are
picture Thus, there is a formal $fwybridization at P in all identical. Each reaction described by eq 1 has been named
pentacoordinated model compounds. The d orbitals act asaccording to the substitutes in the same way as has been
polarization functions in a similar way as pointed out by done in the previous section to characterize the pentacoor-
Reed and co-workers in a study on chemical bonding in dinated phosphorus model compounds as displayed in
hypervalent moleculé% and in pentacoordinated silicon Scheme 1. Thus, for instance, reactibm means RO =
compounds bonded also by dative boftFhis formal HO~ and X= CHjs, or reactiodc means RG= CF0O~ and
hybridization scheme is also compatible with the simple MO X = OCH;; that is, each reaction has the same name that
diagram based on a three-center four-electron (3c4e) riddel. identifies the pentacoordinated intermediate. A schematic
Another important point to be mentioned here refers to the representation of the corresponding potential energy surfaces
topological features of the NBO orbitals linked to phospho- has been drawn in Figures 2 and 3, whereas the geometric
rus. Those NBO orbitals designed as bonding orbitals of the parameters of the corresponding stationary points are col-
type P--O or P++F in Table 2 are highly polarized toward lected in the Supporting Information. The energetic of these
the O or F atom, whereas those designed as antibondingprocesses is contained in Table 3.

orbitals have an almost exclusive contribution of phosphorus.  Figure 2a shows a schematic potential energy profile of
Thus, the donoracceptor interaction between these NBOs yegactions 1a—4a, having the CH group as equatorial
displayed in Table 2 represents quite well charge-transfer sypstitute X. Each reaction begins with the formation of a
interactions. Moreover, this topological picture agrees very prereactive hydrogen-bonded complex which occurs previous
well with the dative description of the-PO bonds provided  tg the transition state and the formation of the pentacoordi-
by the AIM analysis and discussed above. By the same way,nate intermediate. Every prereactive complex has two
the P--C bonds in compoundsa, 2a, 3a, and4a (with CHs hydrogen bonds, which occur between the oxygen of the
as equatorial substitutes) have an almost equal contributiongnion (RO") and one of the hydrogen atoms of each
of phosphorus and carbon, according to the covalent charactepqyatorial methyl substitute. For reacti®@a(red line, having
predicted by the AIM analysis (see above). The most HCOO as apical substitutes), the two hydrogen bonds in the
important perturbative donefacceptor interactions involving  pyrereactive complex are formed between each one of the
the equatorial Substitutesx-equaoria— 0*po-apica) aré those  oxygen atoms of the HCOO anion and one of the hydrogen
having X= CH; (compoundda, 2a, 33, and4a) according  atoms of each equatorial methyl substitute. The stability of
to the well-known donor character of the methyl substitute these hydrogen-bonded complexdsOaK is computed to

and decreases according to the donor character of theyary among 24.3 and 16.6 keatol! (for reactionsla—4a,
equatorial substitutes (see above). Also very interesting aresee Taple 3), and these energy values in gas phase are typical
the perturbative doneracceptor interactions between the two ¢ hydrogen bond interactions involving an anion. After

apical bonds dpios — 0*p109 and Gpios — 0*p109 thal  gymounting an energy barrier of the order efébkcatmol-2,
involve charge transfer between the two apical bonds. Herepe corresponding pentacoordinate intermediate is formed,
it is also worth pointing out that these apical donacceptor and its stability, at 0 K, is computed to be among 33.1 and
interactions are symmetrical because the two apical groups;s 9 kcaimol 2, relative to RO plus POX%(OR). The
are the same (see footnote b of Table 2). However, as will giapility in these intermediates depends on the donor
be shown below, when the two apical groups are different, character of the apical substitutes. There is a large difference
the two apical donoracceptor interactions are different, i, the relative stability of thd.a (blue line, apical substitute
pointing out the competition of these two groups to form a o) and the stability ofia (black line, with apical substitute
dative bond to phosphorus and therefore having a d'reCtCFgO),WhiCh amounts 16 kcahol 2, so thathe compounds
influence on the corresponding-FO bonds. having the apical substitute with higher donor character are
Nucleophilic Substitution on the Model POX(OR), more stableThis higher stability is associated with shorter
Pentacoordinated Compounds.A very important point  apical bond lengths as discussed in the previous section for
concerning the pentacoordinated P{XR), compounds compoundsla, 2a, 33, and4a

discussed.abo_ve refers t_o the.ir relative stal?ility. _This has In the case of the two equatorial (Figure 2b) substitutes X
been studied in connection with the formation via @S g the F atom, and we have only considered the reaction with
reaction according to eq 1. RO~ = HCOO™ (3d) and RO = CRO~ (4d), since these
_ are the only ones in which the F substitutes remain in the
0 o—I equatorial position as pointed out in the previous section.
| | Both reactions occur by direct formation of a pentacoordi-
RO" + wP~, —> RO-P—OR —> nated phosphorus compound, whose stabitity ld has been
X / OR s\ computed to be 32.1 and 20.7 keabl™%, for 3d (red line)
X X X and4d (black line), respectively, according also to the higher
donor character of the apical substitute3th(see also Table
3). The processes are similar to those described recently by
RO~ '\ "y + van Bochove and co-workéfdn a recent study on nucleo-
\ philic substitution at phosphorus having fluorine atoms as
equatorial substitute.
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Figure 2. Schematic potential energy diagram for the nucleophilic substitution reactions: In (a), RO~ + PO(OR)(CH3), —
PO(OR)(CH3); + RO™: (RO = HO, blue line; CH3O, green line; HCOO, red line; and CF30, black line). In (b), RO~ +
PO(OR)(F), — PO(OR)(F), + RO~: (RO = HCOOQO, red line; CF;0, black line). The relative energies are computed at the
mPW1PW91/6-311+G(3df,2p)//mPW1PW91/6-31+G(d) level of theory.

For the equatorial substitute % OH, namely reactions  to phosphorus. The results displayed in Table 3 and Figure
1b—4b, the precursors of the corresponding pentacoordi- 3a show that the computed stability of the prereactive
nated phosphorus compound are not Rdd PO(OH)OR hydrogen-bonded complexes ranges among 12.7 and 27.2
as described in eq 1, but its respective conjugate acidkcalmol™! and that the barrier that has to be overcome to
(ROH) and basis (PO(OH)(O)OR which occurs because form the pentacoordinated intermediate ranges among 37.1
PO(OH)OR is a stronger acid than,8, CH;OH, HCOOH, and 27.5 kcamol™? for 1b—4b, respectively. Table 3 and
and CROH, respectively (among 13.3 and 64.6 koabl ™, Figure 3a show that all pentacoordinated intermediates lie
see reactiondb—4b in Table 3). Therefore, these model energetically above the reactants (among 17 ar4
reactions involve a proton transfer linked to the formation kcalkmol™). This reaction mechanism and the corresponding
of a pentacoordinated phosphorus compound, in a similarenergetic profile is comparable to that of the dimethylphos-
way as many reactions of biological interest. The schematic phate hydrolysis and the ethylene phosphate hydrolysis
reaction profiles are depicted in Figure 3a, which shows that reported recently®-28
the reaction begins with the formation of a hydrogen-bonded The last model reactions we have considered are those
complex which occurs previous to the formation of the having X= CH3;O as equatorial substitutes and correspond
pentacoordinated intermediate. This is a concerted procesgo reactionslc—4c. A look at the schematic energy profile
where the proton transfer from ROH to PO(OH)(O)OR in Figure 3b shows that, fdkc, 2c, and3c (blue, green, and
takes place simultaneously to the addition of the RO group red lines respectively), the reaction has a 5-fold well. As
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a
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Figure 3. Schematic potential energy profiles for the nucleophilic substitution reactions: RO~ + PO(OR)(X), — PO(OR)(X), +
RO~: (RO = HO, blue line; CH30, green line; HCOO, red line; and CF30, black line) in (a) X = (HO) and in (b) X = (CH30).
The relative energies are computed at the mPW1PW91/6-311+G(3df,2p)//mPW1PW91/6-31+G(d) level of theory.

before, the reactions begin with the formation of a penta- only at most by 3 kcamol™ (see Table 3). The results
coordinated hydrogen-bonded complex (first minimum), displayed in Table 3 reveal that the prereactive hydrogen-
while the second, third, and fourth minima correspond to bonded complexes are computed to be among 26 and 15
the pentacoordinated intermediates with the Q€tbiatorial ~ kcalkmol~ more stable than the reactants, and the formation
substitutes having different orientations, namely parallel to f the pentacoordinated intermediate requires to surmount
the side of the reactantdNT1), opposite INT2), and 5 energy barrier of among 7 and 12 keabl-X. Moreover,

parallel to the side of the productN([1). The occurrence the stability of the pentacoordinated phosphorus intermediates

of sm_ular muIt|pI§ transition states separating the penta- follows the same trends as discussed above, nhamely that the
coordinated species from the precursor complexes has been

intermediates having apical substitutes with higher donor
reported recently by van Bochove and co-workéraho : 1
addressed this phenomenon to the increased steric bulk. FOthracter are' more stable. That is 3?1'7 koal forllc
4c (black line) only one pentacoordinated intermediate has (@Pical substitute HO); 25.4 keatol™ for 2c (apical
been found INT2), being that the CkD equatorial substi- substitute CHO); 15.2 kcaimol™* for 3c (apical substitute
tutes are oppositely oriented. A more detailed discussion onHCOO); and 3.5 kcainol™ for 4c (apical substitute GiO).
these different conformers of the pentacoordinated phospho-In addition, it is also worth mentioning that, as shown in
rus compounds will be given in the next section, and, for Table 3, in the case dfc and2c (having apical substitutes
the aim of this section, it is only worth remarking here that with a large donor character) the pentacoordinated phospho-
the stability of the two pentacoordinated conformers differ rus intermediates are considerably more stable than the
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Table 3. Relative Energies (A(E+ZPE) in kcal-mol~t) Computed at the mPW1PW91/6-311+G(3df,2p)// mPW1PW91/
6-31+G(d) Level of Theory for the Nucleophilic Substitution Reactions 1a—4d

RO~ + ROH +
reaction? POX3(OR) POX,(OR)~ complex TS1 INT1 TS2 INT2
la 0.0 —24.3 -19.4 -33.1
2a 0.0 -18.1 -13.3 -22.0
3a 0.0 —-20.4 —14.0 —17.9
4a 0.0 —16.6 -9.9 —15.9
1b 64.6 0.0 —-12.7 24.4 17.2
2b 52.4 0.0 —13.0 22.3 16.5
3b 28.7 0.0 —18.8 5.7 1.3
4b 13.3 0.0 —27.2 0.3 —-0.4
1c 0.0 —25.8 -18.9 —34.9 -32.7 -35.7
2c 0.0 —-20.4 —-13.2 —22.4 —19.9 —25.4
3c 0.0 —-18.3 —-11.5 —14.2 —-12.7 —15.2
4c 0.0 —15.1 —2.2 —-3.5
3d 0.0 -32.1
4d 0.0 —20.7

2 The following acronyms stand for the corresponding reactions: 1a = HO~ + OP(CHzs)2(HO); 2a = CH30~ + OP(CH3),(CH30); 3a = HCOO~
+ OP(CHs)2(HCOO); 4a = CF30~ + OP(CH3)2(CF30); 1b = HO~ 4+ OP(OH)2(HO); 2b = CH30~ + OP(OH)2(CH30); 3b = HCOO~ +
OP(OH)2(HCOO); 4b = CF30~ + OP(OH)2(CF30); 1c = HO~ + OP(OCHj3)2(HO); 2¢c = CH3zO~ + OP(OCHj3)2(CH30); 3c = HCOO~ +
OP(OCH3)2(HCOO); 4c = CF30~ + OP(OCH3)2(CF30); 3d = HCOO~ + OPF2(HCOO); 4d = CF30~ + OPF5(CF30).

prereactive hydrogen-bonded complexes, as opposed to wha®n the other hand, the changes in the equatorial bond lengths
occurs for3c and4c. are very small (see Figure 4). From an energetic point of

Finally, it is also worth pointing out that the main reaction view, both conformers are separated by only 0.87-keal*
features described for these nucleophilic substitutions at(A(E + ZPE) value), being thatb' is more stable thatb.
phosphorus occur also in nucleophilic substitution reactions Looking for the origin of these differences we have first
at silicon as reported by Bento and co-worke&rs. considered the possible existence of intramolecular hydrogen

Conformational Change in Equatorial Substitutes. The bond interactions that could stabilize one of these two
Polarization Effects. In the previous section we have pointed conformers, but the AIM analysis ruled out this fact.
out that reactiondc—3c occur in several steps involving Moreover, the NBO analysis indicates that the parallel
conformational changes in the orientation of the ;0H  orientation of the equatorial substitutes (structUsg induces
equatorial substitutes. The corresponding energy barriers area differential polarization effect on P, which results in a
smaller than 3.0 kcainol™, whereas the two conformers change of the phosphorus ability to bear an electronic charge
differ in energy at most by 3 kcahol™! (see Table 3). and affecting therefore the axial bond length. In other words,
Despite these small energetic differences in the two con- the polarization on P produces a greater or less repulsion
formers, an analysis of its structures reveals significant with the axial group (depending on the side) originating a
differences with respect to the geometrical parameterschange on the corresponding equilibrium bond distance. This
concerning the apical substitutes. Therefore we have inves-polarization effect is not produced in those compounds with
tigated the effect of the conformational changes (opposite opposite oriented equatorial substitutes (structimebecause
and parallel orientation) on the equatorial substitutes in the of a cancellation effect due to the opposite orientation. For
model systems having HO and @Bl as equatorial substi- 1b, the NBO analysis has already been reported in a previous
tutes. In the case of the HO equatorial substitutes, only thesection (see Table 2), where it has been pointed out that
model having HO as apical substitutes has both conformerscharge transfer occurs symmetrically. The perturbative
stable (b and 1b"), whereas for the C¥D equatorial donor-acceptor interactions involving the equatorial sub-
substitutes the models with the HO, € and HCOO apical  stitutes {ro-equatoria 0* po-apica) @re equal to 22.6 kecahol?
substitutes have the two conformers staldle dnd 1c; 2c (from each of the twoopo-equatorial t0 €ach of the two
and2c; and3c and3c; respectively). In Figure 4 we have  o*po-apica), Whereas perturbative doneacceptor interactions
displayed the most significant geometrical parameters of between the two apical bondspfos— 0* p1osandopios—
these conformers. 0*p109 are both equal to 29.8 keahol™2. In the case of the

As pointed out in a previous section, the model has conformer 1b', the situation changes radically, and the
the two apical P-O(H) bond lengths equal to 1.768 A (see perturbative doneracceptor interactions are not symmetrical
Table 1). However a conformational change in the equatorial anymore. The inductive effects, reflected in the perturbative
substitute leading to a parallel orientation (moded’) donor-acceptor interactions involving the equatorial sub-
produces an important change in the two apicat®H) stitutes @pios — 0*p10os and opios — 0*p109, are 25.2
bond lengths (1.695 and 1.910 A, respectively); that is, the kcalmol~%, whereas ¢pi03— 0*p10s and op10s— 0*p109
P---O apical bond length opposite to the orientation of the are 20.5 kcamol™. That is, there is a greater charge transfer
two equatorial OH substitutes is reduced by 0.073 A and to the P106 sideof* p10s0rbital) that affects the perturbative
the other P--O apical bond length is enlarged by 0.142 A. donor-acceptor interactions between the two apical bonds
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Figure 4. Selected geometrical parameters (in A) for the optimized structures 1b, 1b’, 1c, 1¢', 2¢, 2¢', 3¢, and 3c'.

(Gplos_’ 0*pros= 32.1 kcaimol~t and Op106— 0% p105 =
27.7 kcalmol™), and, consequently, we can conclude that
the differential polarization effect originated by the confor-
mational change induces a competition between the two
equal apical substitutes in the pentacoordinated phosphorus
(a) (b) ©

compound

In order to ylsuallze this induced pola_rlzatlon_effect onP, Figure 5. Molecular electrostatic potential representation of
we have considered the phosp_horyl moiety derlved.from thethe PO(OH), phosphoryl moiety of 1b and 1b’ in a plane
two conformerslb andllb', that IS, we have deleted in bOt_h containing 98% of the electronic density: (a) one of the two
conformers the two apical substitutes. In the two resulting gymmetrical planes of 1b; (b) opposite side of the equatorial
PO(OH) moieties (one with the two HO opposite oriented hydrogens in 1b'; and (c) side having the equatorial hydrogens
and the other with the two HO parallel oriented) we have i 1p'.
computed the molecular electrostatic potential (MEP), and
the corresponding results are plotted in Figure 5. The distribution of the MEP in both sides of the equatorial plane,
phosphoryl having the two HO substitutes oppositely ori- but, the phosphoryl group having the two HO substitutes
ented, that derived fromib, (Figure 5a) has a symmetric parallel oriented, that derived frotd’, does not. Figure 5b,c
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Figure 6. Dependence of the apical bond lengths on the intensity of an external electric field (F) for the pentacoordinated
phosphorus compounds 1b' (a), 5 (b), and 6 (c).

shows that it has a more positive charge density in the Effect of an External Electric Field. The high sensitivity
opposite side of the equatorial hydrogens. These results agreéo the polarization effects on the apical bonds, analyzed in
very much with the above discussion b, where we have  the previous section, suggested to us to investigate the
pointed out that a parallel orientation of the equatorial HO influence that an external electric field will produce on these
substitutes originates a large charge transfer to the side ofkinds of bonds. To this end, we have performed a series of
the equatorial hydrogens (P106 bond in Figure 4). calculations on three pentacoordinated model systems and
A similar situation occurs with the Compounds with in two model reactions in order to analyze the effects of an
equatorial substitutes GB, structureslc—3c, and their external electric field on the geometries of the stationary point
corresponding conformer&c—3c. In a similar way as  (minima) and on the reactivity. We have considered the effect
discussed above fdtb and 1b', and as pointed out in the  Of the external electric field in two different orientations,
previous section, each pair of conformers differs at most by namely along a line in the plane defined by the phosphorus
3 kcatmol1, being that the conformers are more stable  and the three equatorial substitutes and along the axis defined
than the conformers' (see Table 3). Figure 4 shows that by the phosphorus and the apical substitutes. In the first case
compoundslc—3c have the CHO equatorial substitutes o substantial influence of the external electric field on the
oppositely oriented and the two apical bond lengths equal structures of the pentacoordinated models has been observed,
(See also Table 1 and abo\/e), but a conformational Changebut in the second case relevant effects have been found.
leading to the two equatorial substitutes parallel oriented Therefore, the results presented in this section correspond
(compoundd.c—3c) produces, as just discussed idrand to the external electric field having the direction of the apical
1b', a polarization effect on phosphorus that results in a axis only. Putting the apical axis in the X direction and the
significant change in the apical bond lengths. This is not so origin of the coordinates at phosphorus, the external electric
dramatic as forlb and 1b', because of the different field follows the positive values of the X axis, while negative
e|ectr0negative character of the @-]equatorim substitutes, values means that the field direction was reversed. The results
and the bond length changes induced amounts among 0.024€ displayed in Figures 6 and 7.
and 0.067 A, depending on the apical substitutes (see Figure Regarding the influence of the electric field in the bonding
4). and structural features, the first example we have considered
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Figure 7. Schematic potential energy profiles computed under an external electric field at different intensities. (a) Corresponds
to reaction 2 with F = 0.0000 au (black line); F = 0.0060 au (red line); and F = —0.0020 au (green line). (b) Corresponds to
reaction 3 with F= 0.0000 au (black line); F = 0.0060 au (red line); and F = —0.0060 au (blue line).

is the modellb’ (PO(OH)(OH),) discussed in the previous au, this pentacoordinated model is not stable anymore and
section and having the two equatorial OH substitutes parallel dissociates in a process that involves a proton-transfer
oriented (see Figure 4). We have pointed out that, in absenceproducing HO + H,PO,~, as occurs in the proceskh

of external electric field, both apicatO(H) bond lengths  discussed in a previous section.

are different, 1.695 and 1.910 A, respectively, dpandd,, The second model we have considered under the effects
but an external electric field produces important changes in of the electric field is P(CED)(HCOO)(HO} (compound
these apical bond lengths. Figure 6a shows these changes & see Figure 6b). This model is neutral, having three HO
a function of the intensity of the external electric field. As substitutes in an equatorial position, while the apical
the strength oF increasesy; is enlarged and, is shortened  substitutes are C¥0 and HCOO. In the absence of an
so that applying an electric field 6= 0.0111 au both apical  external electric field the two PO bond lengths are different
distances are equal, with a value of 1.769 A. Figure 6a also(1.646 A for P-+OCH; and 1.785 A for P-OCHO) as
shows that upon reversing the direction of the field, the expected because, as pointed out above, theOC&pical
opposite effect is observed, that is ttieis enlarged while substitute has a higher donor character. However, Figure
d; is shortened, and with electric field with < —0.0030 6b shows that the electric field produces a shortening of
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the P--O(CHO) bond length and a lengthening of the Scheme 2 @
P---O(CHs) bond distance so that with an external electric Ph

12
Ph ///"I/
11 7.

field of F = 0.0107 au the two apical-PO bond distances
become equal to 1.699 A. Figure 6b also shows that with
fields with F > 0.0107 au P-OCH; becomes larger than
P---OCHO, which means that the electric field changes the
relative strength of the two apical bonds.

The third model we have considered is POZgOHOCHK)-
(CHy), having the two CH as equatorial substitutes and
OCH; and OCK as apical substitutes (compou6édFigure
6c¢). This model has been chosen because in the absence of
an external electric field, the pentacoordinated phosphorus
compound is not stable and dissociates into PQ@ICH:),
and CRO~. However, under a field of > 0.0060 au, this channel TS2) is the same as that of the back reactio81)
pentacoordinated model is stable, being that thedRCHs) to the reactants. On the other side, with an external field of
bond length is shorter than the-FO(CR;) until F = 0.0105 F = —0.0020 au (green line), the pentacoordinated phos-
au, where both apical-PO bond distances become equal phorus intermediate is not stable anymore, and the reaction
to 1.898 A (see Figure 6¢). Whénincreases beyond 0.0105 occurs in a single step. A similar behavior is observed for
the P--O(CHs) bond distance becomes larger than the the neutral reaction 3 (Figure 7b). In the absence of an ex-
P---O(CFs) bond length, inverting thus the relative strength ternal electric field, the reaction occurs through the penta-
of the two apical bonds. coordinated intermediat® (black line) and is slightly

These three examples point oatnet influence of an  destabilized when & = 0.0060 au is applied (red line).
external electric field on the bonding competence of the two However, with arF = —0.0060 au (blue line) the pentaco-
apical dative bonds on phosphorus ordinated intermediate is not stable anymore, and the reaction

With regard to the study of the effect Bfon the reactivity occurs in a single step. These two examples point out that
we have considered the two following nucleophilic substitu- the external electric field affects the stability of pentacoor-

28a: R =CHgs; 8b: R=H;8c: R=CN.

tions: dinated phosphorus compounds and it may also affect the
reactivity of nucleophilic substitution at phosphorus
CH,;OH + POO(OH)(OCHO) — These results may be of relevance in biological reactions

POO(OH)(CHO) ~ + HCOOH (2) involving pentacoordinated phosphorus, where the electric
field originated by the folded protein could influence the
CH;OH + PO(OH)(OCHO)— catalytic process. In fact, it has been pointed out very recently
PO(OH)(CH,0) + HCOOH (3) the role of the electric field in the active site of the aldose
reductas€ and how the electric field may control the

These two reactions differ in the fact that in the second one selectivity in heme enzymés.

we have added a proton in order to have a neutral reaction. Tfiphenylphosphonium Ylide Derivatives. In an attempt
The results are displayed in Figure 7. In both cases thet0 get a deeper insight in the hypervalence at phosphorus
reaction begins with the formation of a prereactive hydrogen- We have extended our investigation to the study on the
bonded complex, whereas in the exit channel a hydrogen_bonding features of three neutral triphenylphosphonium ylide
bonded complex is also formed before the release of thederivatives 8, Scheme 2) having pentacoordination at
products. As we are mainly interested in what concerns the Phosphorus and for which crystallographic X-ray data are
pentacoordination at phosphorus, we will consider these available’®’

hydrogen-bonded complexes as reactive products of reactions These compounds have a trigonal bipyramid structure and
2 and 3. Moreover, as for reactiohb—4b discussed above, are interesting for the purposes of this investigation because
these reactions involve, in the entry and exit channels, aa change in the substitute R €RCHjs (8a), H (8b), and CN
proton transfer which is linked to the formation (breaking) (8c)), which is not directly bonded to phosphorus, results in
of the pentacoordination at phosphorus. For reaction 2, Figurelarge changes in the-PO bond distance (2.00 A foBa;

7a shows that in the absence of an external electric field 2.21 A for 8b; and 2.36 A for8c (X-ray data)). The X-ray
(black line), the pentacoordinated phosphorus intermediatedata first suggested th8a and8b form the PO bond bugc

7 is computed to be 17.2 keahol™* higher in energy than  does not. Further analysis of the crystallographic data,
the prereactive complex. Its formation (VieB1) requires together with results froni'P and**C NMR spectra, had
the surmounting of an energy barrier of 34.3 koadl™2, lead 8a, 8b, and8c to be viewed as resonance hybrids of
whereas the energy barrier for the exit chanii@2) is only structures A, B, and C (Scheme3f°The dp anddc NMR

1.3 kcatmol™, that is, TS1 is clearly the limiting step of  spectra have been also collected in Tabl@asshows a large
the reaction. Figure 7a shows also that the reaction profile 6p (among—16.0 and—22.1 ppm, see also Table 4) that
is significantly altered under an external electric field. Thus, suggested a large contribution of the-® bonding of the
with a F = 0.0060 au (red line), the pentacoordinated resonance structure A (Scheme 3). On the other h@ad,
intermediate7 is destabilized by about 9 keatol™*, and, has adp among—2.8 and—9.0 and has been related to the
more interestingly, the computed energy barrier for the exit resonance structures B and C.
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Scheme 3
o o . 0
PPh; ——> PPh; > PPh;
\ \
R R R
A B C
Table 4. Experimental and Computed 3P and 3C NMR triphenylphisphonium ylide considere8g 8b, and8c), we
Spectra (0 in ppm) for Compounds 8a, 8b, and 8c? have found a bcp between the phosphorus and oxygen atoms
experimental this work having the same topological features as those described in
values> (gas phase) the previous sections for the-®ical bonds in the model
op (CDCl3) 8 (solid) dc (CDCl) oc systems, that is, the values of the density and the Laplacian
compd rt —60°C rt C3 C10 op C3 C10 of the density are small and positive, indicating that there is
8a  -179 -160 -221 1701 87.0 —218 179.7 84.2 a PO bond, that can be classified as dati Moreover, and
8b -36 —-18 —11.1 1736 753 —16.2 1802 77.8 as above, the NBO analysis indicates that the phosphorus
8c +78  4+9.0 +2.8 1775 494 —6.35 181.2 61.0 has a formal sphybridization scheme. On the other hand,
a Atom numbering is according to Scheme 2. © ¢ values are relative the large differences in the-*O bond distances observed
to H3PO4 for P and to TMS for C. for the three compounds, and originated by the different

substitutes R, can be mainly associated with the different
ability to delocalize ther system through the seven-member
ring. Thus,8c with R = CN has a certain amount of
character between C and N, which prevents, in part, the
delocalization of ther system through the C9C10 bond.
This results in a shorter CO bond distance with less ability
to transfer charge to phosphorus, and consequently the
P---O bond distance is larger. The opposite c@gewith R

In the present work we have fully optimized and charac-
terized as true minima the structur®s, 8b, and 8c, and
their most significant geometrical parameters are displayed
in Figure 8. It is gratifying to observe that the computed
P---O bond distances compare well with the X-ray values
for 8aand8b (2.067 A and 2.213 A, respectively), whereas
for 8c our computed P-O bond length (2.239 A) is 0.121
A shorter than the X-ray value. Moreover, the remaining L ) e
geometrical parameters compare also quite well with the — CH, implies a different 0‘_6'0‘33"2@“0’1 of the system
experimental results. At this point, it should be taken into through the seven-member ring resulting in a larger CO bond
account that the calculated values should be compared withdistance with more ability to transfer charge from oxygen
gas-phase values, while the X-ray data from the literature ©© Phosphorus and consequently with a smaller®bond
include packing effects that are shown to have an important length. In any case, these results show that sma.ll changes in
role57! Besides the absolute values, the computed geo_the e'lectronlc features produce large changes in the€P
metrical parameters follow the same trends with respect to Ponding.
the P--O bond lengths&a < 8b < 8c¢). The bonding features For the sake of completeness we have also computed the
have been analyzed, as above, employing the AIM and NBO 3P and®®*C NMR spectra oBa, 8b, and8c, and the results
methods, and the most significant results are displayed inhave been collected in Table 4 along with the experimental
the Supporting Information (Table S5). For each of the three data. The computed NMR spectra correspond to gas-phase

Figure 8. Selected geometrical parameters (in A) for the optimized structures 8a, 8b, and 8c. Atom numbering is according to
Scheme 2.
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optimized structures and show the same tendencies as theontaining apical bond lengths for several model systems,
experimental values, that is larg&s for 8athan for8b and optimized with different methods, activation and reaction
for 8c (—21.8, —16.2, and —6.35 ppm, respectively). energies for reactiohb obtained at different levels of theory,
Moreover, these results agree with the electronic features ofand AIM topological parameters for compounés This

the P—O dative bond. The stronger thef0 bond is, the ~ material is available free of charge via the Internet at http://
higher the charge transfer associated with the dative bondpubs.acs.org.
and the shorter the corresponding bond length, which results

in a higher shielding on P as reflected in the NMR spectra.

It appears thus that tHéP NMR spectra is a direct measure

of the strength of dative bonding at phosphorus, and changes (1) Skordalakes, E.; Dodson, G. G.; Green, D. S.; Goodwin, C.
of its value in different media (as for instance in solid phase ?';JSJCU&%IME';; ?O“Odf%?l"'éfé;_gglgkar' V. V.; Deadman,
or in CDCJ for 8a, 8b, and8c, see refs 79 and 80 and also U ' ' '

Table 4) would reflect differences in the bond length and ~ (2) Lahiri, S. D.; Zhang, G. F.; Dunaway-Mariano, D.; Allen,
strength. This also agrees with the linear correlation observed K. N. Science2003 299 2067-2071.

betweerdp and the X-ray P-O bond length as reported by (3) Blackburn, G. M.; Williams, N. H.; Gamblin, S. J.; Smerdon,
Naya and Nitta? S. J.Science2003 301, 1184.

(4) Allen, K. N.; Dunaway-Mariano, DScience2003 301
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Abstract: In this paper we present a parallel adaptation of a highly efficient coupled-cluster
algorithm for calculating coupled-cluster singles and doubles (CCSD) and coupled-cluster singles
and doubles augmented by a perturbative treatment of triple excitations (CCSD(T)) energies,
gradients, and, for the first time, analytic second derivatives. A minimal-effort strategy is outlined
that leads to an amplitude-replicated, communication-minimized implementation by parallelizing
the time-determining steps for CCSD and CCSD(T). The resulting algorithm is aimed at affordable
cluster architectures consisting of compute nodes with sufficient memory and local disk space
and that are connected by standard communication networks like Gigabit Ethernet. While this
scheme has disadvantages in the limit of very large numbers of compute nodes, it proves to be
an efficient way of reducing the overall computational time for large-scale coupled-cluster
calculations. In this way, CCSD(T) calculations of molecular properties such as vibrational
frequencies or NMR-chemical shifts for systems with more than 1000 basis functions are feasible.
A thorough analysis of the time-determining steps for CCSD and CCSD(T) energies, gradients,
and second derivatives is carried out. Benchmark calculations are presented, proving that the
parallelization of these steps is sufficient to obtain an efficient parallel scheme. This also includes
the calculation of parallel CCSD energies and gradients using unrestricted (UHF) and restricted
open-shell (ROHF) Hartree—Fock references, parallel UHF-CCSD(T) energies and gradients,
parallel ROHF-CCSD(T) energies as well as parallel equation-of-motion CCSD energies and
gradients for closed- and open-shell references. First applications to the calculation of the NMR
chemical shifts of benzene using large basis sets and to the calculation of the equilibrium
geometry of ferrocene as well as energy calculations with more than 1300 basis functions
demonstrate the efficiency of the implementation.

1. Introduction tions!~> With the exception of some difficult cases like
. multireference systems or cases of reference orbital instabili-
In electronic structure theory coupledjcluster (CC) methods ties, methods from the CC hierarchy represent robust black-
have become a standard tool for high accuracy calcula- box approaches providing increasing accuracy and a fast,
systematic convergence to the full configuration-interaction
* Corresponding author e-mail: alexander.auer@ (FCI) result. However, application of CC methods to larger
chemie.tu-chemnitz.de. chemical problems is limited by the rapidly increasing

10.1021/ct700152c CCC: $40.75 © 2008 American Chemical Society
Published on Web 11/16/2007
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computational effort with growing number of electrons and (but in practice high) total communication by distributing
basis functions. parts of integrals, amplitudes, and intermediates and com-
A detailed analysis reveals that for CC methods like the municating the pieces as needed by other processors. While
coupled-cluster singles and doubles (CCSipid the coupled-  this approach guarantees a proper scaling of the algorithm
cluster singles and double scheme augmented by a perturin the limit of a large number of processdfg? high-speed
bative treatment of triple excitations (CCSD(Ti})e limiting and expensive network connections are required. Further-
factor is CPU time and not storage requirements Iis more, the structure of such an algorithm as well as the
chosen as a measure of the system size, storage requirement®mmunication overhead, arising through dead times in
for two-electron integrals, coupled-cluster amplitudes, and which a node awaits data, may shift the crossover point with
intermediates scale a¢*. In contrast to that, the operation respect to efficient serial algorithms to a large numbers of
count scales adN® for CCSD and N’ for CCSD(T). nodes.
Nowadays, efficient implementations allow calculations at F0||0\Ning a different route, we app|y a rep"cated storage
the CCSD(T) level of theory with up to 800 basis scheme in order to minimize communication. Most of the
functions®~** quantities needed in the CC iterations are stored completely
While for almost all methods numerous efficient parallel on every node in order to avoid communication of interme-
algorithms have been developed, the number of parallel diate quantities. In contrast to the algorithm outlined by Olson
implementations of CC methods has only increased in recentet al.l! the work presented here is tailored to cluster
years'? 19 Of note are the highly sophisticated algorithm for  architectures with moderate hardware specifications, assum-
parallel calculation of CCSD(T) energies presented by Olsoning relatively slow interconnect structures like Gigabit
et al** (within the program package GAMES$and an  Ethernet. Furthermore, it is assumed that memory is available
implementation of CCSD energies by Janowski et®al.  to store the full set of Tand T, amplitudes locally on every
(within the program package P@p In contrast to the  node in fast memory and on hard disk. In this way,
algorithm presented in this work, the parallel implementation communication is minimized as only the CC amplitudes have
of CCSD(T) energies by Olson et al. is tailored to multi- to be communicated. The storage of the amplitudes rarely
processor and/or multicore nodes connected by a dedicatethecomes a bottleneck: If one assumes a molecule with 20
communication network and based on the Distributed Data occupied and 600 virtual spin orbitals, which would cor-

Interface (DDI/3)}*2! And while Janowski et al. present respond to a basis set of better than quadrdmeality, then
CCSD energy calculations with more than 1500 basis the number of T amplitudes, which scales axcurt?, 26
functions on more than 30 compute nodes, their approach iswould be of the order of a few hundred millions, which
based on the Array Files (AF)** scheme. We will focus  roughly corresponds to 1.5 GB of memory, if no symmetry
on an ansatz which works without an additional layer of s ysedt?

complexity provided by specialized libraries like DDI/3 or In the actual algorithm, parts of intermediates or integrals

_AF' The presented scheme is based on the message passingg contracted with the amplitudes on different nodes to give
interface (MP_I)Z'S and all nonparallel steps run redundantly parts of the resulting quantity. In a final step, the amplitudes
on every available processor at the same time. are updated and broadcast to all nodes. While allowing for
To the best of our knowledge, however, no CC code jstributed contractions during the CC iterations at minimal
capable of calculating general second-order molecular prop-communication, this strategy has two drawbacks. Primarily,
erties at the CC level using analytical derivatives has beenj; 4qes not allow for optimal scaling in the limit of a large

adapted for parallel architectures. The main reason for this n,mper of processors as the distribution costs scale linearly
is that the mathematical structure of the CC equations makesith the size of the distributed entity and the number of
an efficient fully parallel implementation or reimplementation - ,cessors. The exact scaling behavior for the communication
demanding and time-consuming. In this paper we demon- yenends on the employed communication hardware and the
strate an alternative approach, namely, the adaptation of angeq algorithm. Furthermore, it does not reduce the storage
efficient serial algorithm to parallel environments. requirements for the replicated quantities like theampli-

The employed strategy is presented in a stepwise mannekqes or the molecular orbital (MO) integrals excluding the
leading to an algorithm with parallelized routines for the  toyr.yvirtual index integrals. These are treated in partial atomic
time-determining steps in the CCSD and CCSD(T) energy, rpjtal (AO) algorithms which eliminate the need for a full
gradient, and analytical second-derivative calculations. We r3nsformation of the two-electron integrals and only require

present benchmarks of large-scale CC applications using thesigrage of the AO integrals. The needed MO integrals are
Mainz—Austin—Budapest version of the ACES Il program  cgicylated once in a semiparallel way and then are fully

packagé* (ACES Il MAB) modified in this way. A detailed  gioreq on each node (see subsections 2.2 and 2.3). It is
investigation of the time-determining steps in CCSD and gyaightforward to calculate and store AO integrals, which
CCSD(T) calculations and the reduction of the overall g6 ysyally the largest quantity in terms of disk space in
execution time in the parallel algorithm is carried out. modern CC algorithms, in a distributed manner. Together
with the increased availability of large and cheap directly
2. Parallelization Strategy for CC Energies attached disk space the distributed storage of AO integrals
and Derivatives makes it obsolete to recalculate or approximate these in every
A common approach for the parallelization of CC algorithms new step. At the same time, the efficiency of this algorithm
is to minimize storage requirements while aiming at constant is improving for increasing example size: The time-
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Table 1. Timings for the Perturbative Triples Step in Second Derivatives.The first step in the parallelization of
CCSD(T) Energies Relative to the Total Walltime of the CC the CCSD(T) scheme is to realize that almost all large
Part CCSD(T) calculations are dominated by the calculation of
no.of % of (T) the perturbative triples contribution. In Table 1 the timings
no. of basis in for several standard serial CCSD(T) calculations are sum-
molecule basis set _electrons functions CCSD(T) marized. While the time-determining step for CCSD scales
H20 cc-pCVTZ 10 115 13 asoccCurt4, the computational bottleneck of the perturbative
H20 cc-pCvQz 10 144 13 triples correction scales a&curt*. Thus, in comparison to
H20 cc-pCvsZ 10 218 13 CCSD the time spent for the (T)-correction more rapidly
Cl, cc-pCVTZ 34 118 52 increases with the number of electrons, and this renders the
Cl ce-pCVQZ 34 218 52 computation of the perturbative triples correction the time-
benzene cc-pCvDzZ 42 138 51

determining step in CCSD(T) calculations.

benzene cc-pCVTZ 42 354 57 Our approach to parallelize the triples correction starts
hexachlorobenzene cc-pvVDZ 168 192 60 from the energy expressidns
.. _ . [4] 1 abc nabc jabc
determining steps can be more efficiently parallelized (see E™ = —Z tic Dk tik (@)
3). However, calculations that are not feasible due to memory 36x e

or disk space limitations (for the MO integrals) will also 1
not be feasible when multiple processors are used. ER = -ZZ[;}(Hbc[ﬂia ta‘gc 2)

For methods like CCSD or CCSD(T), communication 44 B
costs associated with the replication ¢flike quantities are o i
usually at least 2 orders of magnitude smaller than the CPU vyhere E¥ and EF are energy contrlbutlpns ||;1bcfourth— and
time required for their computation. For CCSD(T), the flfth?order pertgrbaﬂon theory, rgspecuvelp.iik denotes
scaling of CPU time is\N? (occurtd), while storage and the inverse orbital-energy denc_Jmlnator. As is Fhe usua}l con-
communication costs grow asccrt? per compute node. veqtlon,|,1,k, denote§ OCC_UDIGd arg;b,c, - virtual spin
Thus, the distribution of the time-determining steps to a Orbitals. The perturbative-triple amplitudé” are defined
number of processors in the way described above leads to &S
major reduction of overall walltime, especially when large .
examples are considered. A detailed discussion and example? ﬁfctﬁ}gc: P(K |J)P(a|bc)Ztﬁe[ﬁ>c| ek
for the different aspects of this parallelization strategy will ¢
be given in the next sections.

As the basic outline of the formalism used here and the
common algorithms that are the starting point for our current with P(x|y2) being the cyclic permutation operatd?(k|y2)
work have been described in several publicatiois®? we f(xy,2) = f(xy,2 + f(y,zx) + f(zxy)), t andt;"j1b the CCSD
will not reiterate them but rather give details only for the amplitudes, andbc||ekJthe antisymmetrized two-electron
steps modified in our approach. integrals. The basic scheme utilized in the ACES Il MAB

In subsection 2.1 we will describe the parallelization of algorithm for the formation of the sTamplitudes is an outer
the CCSD(T) perturbative triples part for energies, gradients, loop over an index tripld,j,k of the tﬁfc amplitudes. For
and second derivatives starting from an implementatich energy calculations, for example, blocksagf,c index triples
that proves to be an ideal structure for the adaptation to are calculated within the loop one at a time and immediately
parallel architectures. used to form theE® and E® energy contributions. In this

In subsection 2.2 we carry out an analysis of the time- way, storage of the full triples amplitudes is circumvented,
determining steps in CCSD energy, gradient, and secondas has also been reported on many other occasions in the
derivative calculations and describe the modification of the |iteraturel237.38
AO-based calculation of the leading term (the so-called If the T; and T, amplitudes and the corresponding integrals
particle—particle ladder term that includes contraction over are fully or at least partially locally available on all nodes,
two virtual indices). each node can independently foath,c energy contributions.

In subsection 2.3 further issues for the optimization of the Only a single number per node, namely the summed up
parallel code are described concerning the evaluation ofenergy contributions, has to be communicated. In a final step,
two-electron integrals, the Harte€ock self-consistent-field  the energy contributions from thg,k blocks are summed
(HF-SCF) procedure, and the integral transformation. For up to give the total energy correction. In this way, the
all test calculations reported in these sections correlation- parallelization of the (T) energy contributions can be
consistent and correlation-consistent core-valence Dunningachieved in a straightforward fashion.
basis sef§ 5 have been used throughout. For CCSD(T) gradients, Watts et #ldescribe an algo-

Finally (section 3), we present applications of the new rithm which following an idea of Lee and Rend@lavoids
algorithm with a detailed investigation of the scaling of recomputation of amplitudes due to the use of perturbed
overall time with the number of processors. canonical orbitals. Here, the outer loop runs again over the

2.1. Parallel Algorithm for the Perturbative Triples index triplesi,j,k, and after the formation of an a,b,c block
Contributions to CCSD(T) Energies, Gradients, and of Tz amplitudes not only the energy increment but also the

P(ilik)P(clab) y tilid kO (3)
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Table 2. Timings for the Parallel Perturbative Triples Step
in CCSD(T) Energy Calculations, Geometry Optimizations

(One lteration), and the Calculation of NMR Chemical

Shifts as Analytical Second Derivatives for the Benzene
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the serial code to cluster architectures, the overall time for
the most CPU-time intensive steps in CCSD(T) calculations
can be scaled down efficiently. However, the required effort
for the underlying CCSD calculation that precedes the

Molecule? calculation of the perturbative triples has not been discussed
number of nodes so far but now becomes the dominant step in the overall
1 2 " 8 16 execution time. The next section focuses on this issue.
2.2. Analysis and Parallelization of CCSD Energy,
ce-pCVDZ (138) Gradient, and Second-Derivative CalculationsFrom the
:Zs:::try 2;? 132 éz 33 12 previous section it is obvious that the straightforward
NMR shieldings 2036 1452 797 363 19 paralleh_zatlon of the (_T) _s_tep in Iargg-scale CCSD(T)
calculations allows a significant reduction of the overall
cc-pCVTZ (342) execution time up to a certain point. Increasing the number
energy 2163 1081 540 269 146 of nodes further, however, does not lead to an additional
geometry 6594 8241 1619 809 426 gain in execution time, if the effort for the underlying serial
NMR shieldings 80779 40285 20171 10527 5171 CCSD calculation exceeds the time for the parallel calcula-
cc-pCVQZ (684) tion of the perturbative triples. Thus, the next meaningful
energy 20019 14514 7225 3592 1758 step in the parallelization of the CCSD(T) method is to
geometry 82171 40999 20425 10207 5489 identify and to parallelize bottlenecks in the CCSD algorithm.
cc-pCV5Z (1200) The time-determining steps in a CCSD energy calculation
energy 238882 119469 59764 29895 15184 are the so-called partictgparticle ladder terms that scale as
aWalltime in s. The number of basis functions is given in occurt? 8243
parentheses.

1
contributions to the unperturbed effective one-particle density £ D5 — —Zfﬁf@ibl lefl] (4)
matrices, the two-particle density matrices, and the contribu- 2%
tions to the inhomogeneous terms of theequations have
to be calculated from the availablg Block. In CCSD(T)
second derivative calculatiod%3! the same loop structure
is used to construct the perturbed triple amplitﬂlﬁﬁclax
and 3t399x*® and the corresponding contributions to the IS used.
perturbed density matrices as well as to the perturhed It should be noted that for CC energy and derivative
equations for one perturbation at a time. Such a strategy iscalculations terms includingibj|cdlintegrals or correspond-
On|y possib|e when using an asymmetric expression for the Ing integral derivatives can, in general, be identified as the
second derivative¥:3! This issue renders the asymmetric contributions with the highest scaling. For large basis sets
strategy the preferred choice over an alternative symmetricthe quartic dependence on the number of virtual indices will
approach which requires the simultaneous availability of all usually render this contraction expensive in terms of
perturbed amplitudes. However, while for energy calculations computational time.
only one double-precision quantity needs to be com- One problem of the formulation in eq 4 is that the
municated, for gradients and second derivatives the corre-molecular-orbital integrals always represent a storage bottle-
sponding contributions to the two-particle density matrices Neck, due to their lack of sparsity. As a consequence, the
must be exchanged and summed as well. common practice in modern CC programs is an AO integral-
To illustrate the efficiency of this scheme, energy calcula- driven algorithm in which the corresponding amplitudes are
tions, geometry optimizations, and calculations of NMR first partially transformed to the AO basis in & procedure
chemical shifts have been carried out for the benzene Y of
molecule using Dunning’s correlation consistent core-valence Tﬁ - Zcﬂecvfrii 6)
basis seté! The timings for the perturbative triples part of ¢
the algorithm are displayed in Table*2. and then contracted with the AO integrals driven by the order
The timings for the perturbative energy correction in the in which integrals are retrieved from disk:
CCSD(T) algorithm scale almost perfectly up to 16 proces-
sors, even for the smallest basis set. It should be noted that
the communication time required for the distribution of
intermediate quantities calculated in thdo,c loop of the
perturbative triples is typically of the order of at most a few Afterwards, the resulting intermediate will be back trans-
minutes, using Gigabit Ethernet interconnection. This is even formed and processed in the MO basi& as follows:
the case for the largest examples and the largest numbers of ab v
nodes tested so far. In contrast to this, the time required for 4= Zcﬂacvbzﬂ )
the parallel computation of the triples quantities themselves "
is usually of the order of hours for these examples. Olson et al! give a detailed discussion on integral storage
In this way, using a simple scheme for the adaptation of requirements and typical file size dimension.

where the intermediate

=t - (5)

z = : > Lavllopz? )
2

op
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Table 3. Timings per CCSD Iteration in Comparison to Table 4. Timings for the Solution of the Lambda
the Particle—Particle Ladder Term for the Benzene Equations and the Solution of the Perturbed Amplitude and
Molecule? Lambda Equations for the Benzene Molecule?
number of nodes number of nodes
1 2 4 8 16 1 2 4 8 16

cc-pCVDZ (138) Lambda Equations
time per CCSD iteration 5.2 3.9 3.0 25 2.4 cc-pCvDzZ 65 48 40 35 34
time for AO ladder term 34 2.0 1.1 0.6 0.5 cc-pCVTZ 1819 1147 828 653 603

cc-pCVTZ (342) cc-pCvQZz 25166 14808 9510 6887 5854
time per CCSD iteration 135 79 52 39 33 Perturbed Amplitude and Lambda Equations
time for AO ladder term 113 57 31 16 9 cc-pCvDzZ 607 459 390 345 331

cc-pCVQZ (684) cc-pCVTZ 18526 12190 9255 7972 6022

time per CCSD iteration 1902 1027 584 365 257 2 Walltime in s.

time for AO ladder term 1761 885 445 226 115 o ) )
2 Walltime in s. The number of basis functions is given in Within the ACES Il MAB program package this term is

parentheses. calculated using the same AO integral-driven scheme. Thus,
the time-determiningy® step in the gradient calculations can

The use of partial AO algorithms has the advantage that be parallelized in the same way as the corresponding term

only the more sparse AO integrals need to be stored at thein the energy calculation.

expense of an additional transformation. While the operation  For second derivative calculations, the contributions that

count of the time-determining step scalesoag’ad’ in this have to be considered occur in the equations for the perturbed

scheme, in practice the reduced number of AO integrals alsocluster and perturbed amplitudes:

leads to a significantly reduced I/O and an overall saving of

walltime. Thus, in almost all relevant cases the AO based Btﬁb 1 3t;?f
algorithm outperforms the straightforward MO based scheme. — D;'}‘b<— -Z—@u lefd (10)
Realizing that parallelizing this single contribution will lead o 24r oy
to a major reduction of overall time in each CCSD iteration, ab of
we have chosen this AO based term as a starting point to o a1 oA
improve our parallel CCSD(T) code. g Dj Ega_xab”eﬂj (11)

The basic loop structure for which the power of multiple

processors can be used effectively is an outer loop overgy parallelizing these contributions in the AO based scheme,
batches of AO integrals that are read from disk and e gyerall computational cost of the most time-consuming
contracted with all matchingzfamplitudes in the AO basis.  giens in the CCSD gradient and analytical second derivative
After the contraction has been carried out, the resulfiiig  calculations can be reduced as well. Due to the dominance
intermediate is communicated, and the CCSD iteration is of these steps compared to the overall time per CCSD

continued. iteration this simple strategy improves the overall CCSD time
It should be noted that the communication requirEd after Significant|y if mu|t|p|e processors are used.
parts of the corresponding intermediate have been formed Taple 4 summarizes the timings for the corresponding

2 . .
on all nodes scales at most@sc’rt? per compute node. It o4y les that include the steps described above for calcula-
is expected that this step can be parallelized efficiently i5hs of NMR chemical shifts for the benzene molecule.

without running into cpmmunlcatlon bottlepeckg From the last columns of Tables 2 and 4 it becomes clear
Table 3 shows the timings of the CCSD iterations for the . for this example the overall time required for the CCSD-
benzene molecule, where the AO ladder term has beenyng ccsp(T)-derivative equations is of the same order as
parallelized in the described fashion. the time for the evaluation of the perturbative triples part, if
As can be seen in the first column, the calculation of the 14 processors are used. Thus, the CCSD part of the
AO-based particle particle ladder term dominates the time  cajcylation will still dominate the overall time for CCSD(T)

for one iteration, even for the smallest examples by more gerjyative calculations if more than 16 processors are used.
than 60%. Furthermore, the parallelization of this term in This is mainly due to contributions that have not been

batches of AO integrals results in an almost perfect reduction parallelized, which include terms of lower scaling, integral
of the walltime for this contribution up to 16 processors and, Jerivative transformations, etc.

thus, to a significant reduction of the overall time per So far only the particleparticle ladder terms for the

lteration, espemal!y for larger _exampl_es. CCSD, A, perturbed amplitudes and perturb&dcequations
For the calculation of analytic gradients terms analogous 5, parallelized.

to those in energy calculations appear in the CCAD

. > To further improve the algorithm, one could utilize parallel
equations’

matrix multiplication routines for CCSD contributions that
1 scale aoccurtd. In addition, for the special case of analytic

,1i’°j‘b D{j‘b*—Ziﬁf@ﬂlabD (9) second derivatives, one could also use a coarse-grained
2% parallelization schent&on top of the one suggested here.
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Table 5. Timings for the Calculation of Two-Electron ecule are shown in Table 5. This simple scheme results not

Integrals, the HF-SCF, and the Integral Transformation for only in a reduced storage requirement per node but also in

the Benzene Molecule? a reduction of the overall time for the integral evaluation,
number of nodes transformation, and HF-SCF. It should be noted, that for

some cases, even superlinear scaling of the evaluation of
the two-electron integrals can be observed. This is due to
automatic buffering schemes in the operating system that

1 2 4 8 16

cc-pCVDZ (138)

integral evaluation 85 46 22 11 07 allow for a more efficient 1/O if certain buffer sizes are
megalvansormaton 18 14 19 11 1  'eachedand has aiso been reported by other gféups.
An important issue in parallel implementations is to
cc-pCVTZ (342) avoid load balancing problems. In the work presented here,
integral evaluation 340 167 90 45 24 HF-SCF, the integral transformation, and any CCSD-like
_HF'SCF _ 57 30 16 9 5 equations are automatically balanced by the local calcula-
integral transformation 61 29 32 tion and storage of equally sized amounts of two-electron
cc-pCVQZ (684) integrals at the beginning of the calculation. The remaining
integral evaluation 19379 10012 4906 2518 1505 steps in the calculation of the perturbative triples are balanced
HF-SCF 1009 453 225 122 67 on average by the large number of these contributions. This
integral transformation 1096 601 399 267 233 applies for the calculation of energies, gradients, and any
pa:e‘;]‘ﬁ'(':gse ins. The number of basis functions is given in second-order properties. In practice, even multiprocessor

systems do not show balancing problems since the load is
kept equal on every processor. For the actual implementation
we assume that dedicated nodes are available. However, load

NMR chemical shifts or geometric perturbations in the case balancmg problems wil arise if he'Ferogeneous resources are
used or if compute nodes have different loads due to other

of harmonic frequencies, to different processors. While this lculations. This i will have to be addr d'in further
has not been carried out in the approach presented here, it jgaicuiations. This Issue ave o be addresse urthe

a straightforward addition to any code that could further help developments of the current algorithm.
to improve the scaling of the algorithm with the number of i )
processors. 3. Results and Discussion

However, the crossover point from which the preceding In this section we focus on the overall performance of the
CCSD calculation will dominate over the CCSD(T) calcula- Scheme presented here and the practicability for the usage
tion time is pushed to a larger number of processors for largeron typical cluster architectures. The results of two applica-
examples. For larger molecules with medium-sized basis setdions are presented that outline typical problems in quan-
this crossover point should shift to 32 or even 64 processors,tum chemistry for which high level ab initio methods are
so that large-scale cluster architectures could be used to carrjpecessary but extremely time-consuming unless parallel
out calculations within days that would take months on a implementations, like the one presented here, are applied.
single processor. Nowadays more than 300 GB of disk space and 8 GB of

2.3. Further Optimization Issues. The scheme for  random access memory (RAM) are readily available even
parallelizing the AO ladder terms described in subsection on single cluster nodes within medium sized computer
2.2 requires only equally distributed integrals to be present clusters, so it is not foreseeable that memory or storage will
on the different compute nodes. As a consequence, thepresent a bottleneck for larger calculations. As has been
evaluation of the integrals is carried out in parallel and in stressed before, only serial calculation times of the order of
turn used in the parallel framework of the HF-SCF procedure months or years will render large-scale CCSD(T) calculations
and the integral transformation. Each node calculates andinfeasible. While a parallel implementation cannot combat
stores only a part of the integrals, and thus during the HF- the steep scaling of high-level CC methods, the power of
SCF procedure only an incomplete Fock-matrix is built on parallel computer architectures can help to stretch the range
each node, which is then exchanged between the computedf applicability far beyond what it has been in recent years.
nodes. The total Fock matrix is simply the sum of these In Table 6 the results of some representative benchmark
incomplete matrices. The rest of the algorithm is unaltered. calculations for energies and gradients are summarized. The
For the integral transformation all AO integrals are read in timings for CCSD(T) energy calculations for benzene and
only once and communicated in the form of an intermediate cyclohexene and the timings of one step of the geometry
array. After transformation of the MO integrals with two optimization of the adamantyl cation {§i:s") are given.
and three virtual indices each node stores all calculated MO  For the high-symmetry case benzene in a hextuple-zeta
integrals locally. Another non-negligible part of the derivative basis set the serial energy calculation would take about 2
calculation is the evaluation of the integral derivatives which weeks and is reduced to less than a day using 16 processors.
can be parallelized in an analogous manner. While this hasFrom Table 6 it also becomes obvious that the number of
not been done in the work presented here, it is the focus ofbasis functions is not the only factor when considering the
future work, among other optimization issues. size of a system but also symmetry and the distribution of

The timings (in seconds) for parallel integral evaluation, orbitals among the irreducible representations as well as the
HF-SCF, and integral transformation for the benzene mol- ratio of occupied to virtual orbitals.

Namely, one could distribute the different perturbations that
are calculated independently, for examBle By, andB, for
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Table 6. Overall Timings for the CCSD(T) Energy
Calculations of Benzene and Cyclohexene and for One
Step of the Geometry Optimization of the Adamantyl
Cation

no. of
comput. basis  no. of execution

molecule symm basis set  functions nodes time [h]
benzene? Dyy  cc-pV5Z 876 16 4
benzene? D>, cc-pV6Z 1386 16 21
cyclohexene2? G, aug-cc-pvVQz 940 16 40
adamantyl Cs cc-pvTZ 510 9 20

cation

2 Energies (frozen core) for benzene cc-pV5Z, cc-pV6Z, and
cyclohexene are —231.8916163, —231.8987752, and —234.2797258
Hartree.  Carried out at the fc-MP2/cc-pVTZ geometry.
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Figure 1. Composition of the overall walltime for one step in
the geometry optimization of the benzene molecule at the
CCSD(T)/cc-pCVQZ level of theory (684 basis functions).
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Figure 2. Composition of the overall walltime for the calcula-
tion of the NMR chemical shifts of the benzene molecule at
the CCSD(T)/cc-pCVTZ level of theory (342 basis functions).
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Figure 3. Parallel scaling of CCSD(T) energy calculations
for the benzene molecule using different basis sets.
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Figure 4. Parallel scaling of CCSD(T) first and second

analytical energy derivative calculations for the benzene

molecule using different basis sets.

For the gradient calculation, which takes about 47 h on a
single processor, it can be seen that the calculation of the
perturbative triples contribution takes only about half of the
overall time of the optimization step. Using the current
algorithm it is possible to scale down this contribution and
also the calculation of the two-electron integrals, the CCSD,
and A equations as well as the integral transformation and
the contributions to the density matrices. Using 16 processors
the overall time is reduced to less than 10 h. At this point
steps dominate the overall time that have not been considered
for parallelization in the algorithm, so that the usage of larger
numbers of nodes would not yield significant further
speedups.

The calculation of the NMR chemical shifts with a larger
basis set shows a different profile. Here the perturbative
triples contributions to the second derivatives clearly domi-

Figures 1 and 2 give a more detailed view on the different nate compared to the other steps, such as the SCF or CCSD
steps required for two smaller CCSD(T) calculations, namely calculations. Using 16 processors the overall time of 30 h
the gradient for one step of a geometry optimization and for can be reduced to less than 5 h. After this point, the
the calculation of NMR chemical shifts also for the benzene remaining steps in the perturbed CCSD equations that have

molecule.

not been parallelized dominate the overall calculation time.
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Table 7. *3C NMR Chemical Shifts for the Benzene to perform CCSD(T) calculations of the NMR chemical shifts
Molecule Using Various Basis Sets#! 2 of benzene using various basis sets in order to estimate basis
no. of basis absolute NMR set convergence. Here, the new algorithm allows the use of
basis functions shieldings CCSD(T) very large basis sets even for a system with 12 atoms and
cc-pCVDZ 138 82.07 42 correlated electrons.
cc-pCVTZ 342 66.61 The results including NMR chemical shifts and also zero-
tz2p¢ 198 68.42 point vibrational corrections are given in Table 7. An analysis
qz2p° 228 64.95 of the basis-set convergence leads to the conclusion that the
pz3d2fe 474 63.22 Dunning basis sets that have been optimized for energies
vib corr® —3.43 from post-HF correlation methods and that are fairly diffuse
total 59.79 are not very suitable for the calculation of the NMR chemical
experiment 57.1%7 shifts that probe the electron density closer to the nucleus.
@ The experimental values have been taken from ref 57 U85i8ng the Even the Dunning core-valence basis sets that are augmented
absolute shifts of carbon monoxide (97-300«=0.9 0.9 ppm).*’ For a with tight functions do not perform as well as the corre-
detailed description of the basis sets used and the scheme for the ; . 5 . L.
computation of the zero-point vibrational correction see ref 53. To sponding KaﬂsrUhe b_a9f|5 sétgsif one aims at qufin“tanve
avoid the gauge-origin problem in the calculation of NMR chemical accuracy in the prediction of NMR chemical shifts.
shifts the gauge including atomic orbitals (GIAO)>°~61 approach has 3.2. The Equilibrium Structure of Ferrocene. Within
been used. © The vibrational correction is based on a perturbational th .| ) {25 tt i de t d t ine th
approach.53 The cubic force field was calculated at the MP2/cc-pVTZ elas years many a emp_ S Wer_e maae to de ermlne_ e
and the NMR shieldings for the displacements at the MP2/qz2p level structure of ferrocene by applying various quantum-chemical
of theory. ¢ The qz2p basis consists of a 11s7p2d/7s2p primitive set method$% 7% A more recent study presented first calcula-

contracted to 6s4p2d/4s2p and the pz3d2f basis of a 13s8p3d2f/

853p2d set contracted to BS5p3A2/583p2d.2-65 tions employing analytical CCSD(T) gradients on this

problem using a relatively small basis set and the frozen-
Figures 3 and 4 give detailed insight for the scaling of COré approximation. Up to now, quantum-chemical models

CCSD(T) energy and derivative calculations. As has been Nave great difficulties to determine the equilibrium metal
discussed in the previous sections, the scaling of total time 19and distance, a quantity that is not directly accessible to
with the number of nodes is improving for increasing system €XPeriment but often used for benchmark studies in the
size as the importance of the parallelized, time-determining framework of density-functional theory. The structural
steps is even larger. Thus, this implementation will make Parameters of ferrocene in its eclipsed (equilibrium) and
applications feasible within weeks or even days that would St2ggered (saddle point) conformations have been determined
take months or years to calculate, if 64 or 128 nodes were USIng analytic CCSD(T) gradients correlating all 96 electrons
used. with a full triple-¢ quality basis set. Using the cc-pVTZ basis
The following examples give the proof of principle, that S€E*’?(508 basis functions) one geometry cycle takes about
this simple scheme for adapting a serial implementation leads2-3 d&ys when performing the calculation on 15 nodes. With
to an efficient algorithm for cluster architectures that can be the cC-PWCVTZ basis s&t’* (572 basis functions) a geom-

used to reduce the overall time of large-scale CCSD(T) etry cycle takes about 8.8 days using 14 nodes. The results
calculations to acceptable dimensions. in comparison with previous coupled-cluster studies are

3.1. Benchmark Calculation for the3C NMR Chemical presented in Tables 8 and 9. The coupled-cluster results show
Shifts of Benzeneln a previous study it has been demon- @ rélatively pronounced basis set dependence. Quadguple-
strated that methods like CCSD(T) can be used to achieveduality CCSD(T) calculations again correlating all electrons

an accuracy of 24 ppm deviation from experiment in the &€ underway.

calculation of'3C NMR chemical shift§3 While this study

included 16 small organic molecules, of which the largest 4. Conclusions

cases were CFand acetone (CHCOCH;), the limitations A detailed analysis of the time-determining steps in CC
of the serial implementation and the limited computational energy, gradient, and second derivative calculations shows
resources did not allow for the calculation of larger mol- that for almost all practical applications only a few terms
ecules. One example for which accurate benchmark resultscompletely dominate the overall computation time. This
are of immediate interest is benzene as computational studiesmotivates a straightforward strategy for the parallelization
especially applying density functional theory, on all kinds of CCSD and CCSD(T) energies, gradients, and second
of substituted benzene species are abundant in the litera-derivatives that has been outlined in this paper. Starting from
ture>56 Thus, the parallel algorithm for the calculation of the highly efficient serial implementation of the ACES Il
second-order properties described above has been applieMAB computer code an adaptation for affordable workstation

Table 8. Structure Parameters of the Eclipsed Conformation of Ferrocene?

no. of basis
method functions Fe—Cs Fe—C c-C C—H <Cs—H ref
fc-CCSD(T)/TZ2P+f" 373 1.655 2.056 1.433 1.077 1.03 71
CCSD(T)/cc-pVTZ 508 1.639 2.039 1.426 1.075 0.45 this work
CCSD(T)/cc-pwCVTZ 672 1.648 2.047 1.427 1.079 0.52 this work

aBond lengths are given in A; angles are given in deg. “fc (frozen core) denotes that only the 66 valence electrons were correlated.
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Table 9. Structure Parameters of the Staggered Conformation of Ferrocene?
no. of basis
method functions Fe—Cs Fe—C c-C C—H <Cs—H ref
fc-CCSD(T)/TZ2P+b 373 1.659 2.058 1.432 1.077 1.34 71
CCSD(T)/cc-pVTZ 508 1.642 2.041 1.425 1.075 0.67 this work
CCSD(T)/cc-pwCVTZ 672 1.652 2.050 1.426 1.078 0.61 this work

aBond lengths are given in A; angles are given in degrees. ? fc (frozen core) denotes that only the 66 valence electrons were correlated.

clusters has been obtained by parallelizing the most time-nodes by using the standard Linux kernel drivers. This
consuming steps of the algorithm. resulted in about 50% more network throughput in com-

This also includes the calculation of parallel CCSD parison to one single Gigabit Ethernet connection per node.
energies and gradients using unrestricted (UHF) and restricted-or the parallel implementation the message passing interface
open-shell (ROHF) HartreeFock references, parallel UHF-  (MPI)?%is used. The results presented here are obtained by
CCSD(T) energies and gradients, parallel ROHF-CCSD(T) using LAM/MPL."+7>All communication in our implementa-
energies as well as parallel equation-of-motion CCSD tion is done by the MPI_ALLREDUCE subroutine.
energies and gradients for closed- and open-shell references.

The central aspect of the implementation presented here Acknowledgment. ~ We thank Dr. Jonas Juges (Uni-
is the replication of the cluster amplitudes and the distributed versity of Tromsg, Norway) for help with various compu-
evaluation, storage, and access of the two-electron integralgational aspects of this work and Professor Kenneth Ruud
to arrive at an algorithm for which sufficient local memory (University of Tromsg, Norway) for hospitality and helpful
and disk space are necessary but which is not dependent ofliscussions. Work in Chemnitz and in Mainz has been
sophisticated high-speed network connections. supported by the Deutsche Forschungsgemeinschaft (AU

Benchmark calculations for systems with up to 1300 basis 206/1-1 and GA 370/5-1) as well as by the Fonds der
functions show that the resulting algorithm for energies, Chemischen Industrie.
gradients, and second derivatives at the CCSD and
CCSD(T) level of theory exhibits good scaling with the
number of processors as long as the terms that are the time-
determining steps in the serial calculation still dominate the
overall time in the parallel computation. It is important to
note that the communication steps within the algorithm are
at no point bottlenecks in the current implementation, even
if 16 or more processors are used. Nevertheless, at larger
numbers of nodes the algorithm will break down, as steps
in the CCSD algorithm that have not been parallelized
prevent a better scaling of the overall execution time,
especially for small systems and large number of nodes. The
current limitation of the parallel implementation becomes
obvious for more than 16 processors. However, an analysis
of the algorithm leads us to the conclusion that the scaling
behavior is much better for larger examples, where the time-
determining steps that have been parallelized dominate the
overall execution time more strongly.

If a very rough estimate is allowed at this point
implementations of this kind would open the field of
application for the CC hierarchy of high accuracy ab initio ]
methods to systems of about 30 atoms in a tripleasis or (10) Hill, J.; Platts, J. A.; Werner, H.-Rhys. Chem. Chem. Phys.
about 15 atoms in a quadruplesasis. Typical applications 2006 8, 4072.
would be calculations of the type presented in the last (11) Olson, R.M.; Bentz, J. L.; Kendall, R. A.; Schmidt, M. W.;
sections of this paper like high accuracy calculations for Gordon, M. S.J. Chem. Theory Compu2007, 3, 1312.
structures and energies, vibrational frequencies, or properties (12) Watts, J. DParallel Computing200Q 26, 857.
related to the NMR spectroscopy of molecules with impor-  (13) werner, H.-J.; Knowles, P. J.; Lindh, R.; Manby, F. R.;
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Abstract: We present nonrelativistic and relativistic benchmark databases (obtained by coupled
cluster calculations) of 10 Zn—ligand bond distances, 8 dipole moments, and 12 bond dissociation
energies in Zn coordination compounds with O, S, NH3, H,O, OH, SCH3, and H ligands. These are
used to test the predictions of 39 density functionals, Hartree—Fock theory, and seven more
approximate molecular orbital theories. In the nonrelativisitic case, the M05-2X, B97-2, and mPW1PW
functionals emerge as the most accurate ones for this test data, with unitless balanced mean unsigned
errors (BMUES) of 0.33, 0.38, and 0.43, respectively. The best local functionals (i.e., functionals with
no Hartree—Fock exchange) are M06-L and 7-HCTH with BMUEs of 0.54 and 0.60, respectively.
The popular B3LYP functional has a BMUE of 0.51, only slightly better than the value of 0.54 for the
best local functional, which is less expensive. Hartree—Fock theory itself has a BMUE of 1.22. The
MO05-2X functional has a mean unsigned error of 0.008 A for bond lengths, 0.19 D for dipole moments,
and 4.30 kcal/mol for bond energies. The X3LYP functional has a smaller mean unsigned error (0.007
A) for bond lengths but has mean unsigned errors of 0.43 D for dipole moments and 5.6 kcal/mol for
bond energies. The M06-2X functional has a smaller mean unsigned error (3.3 kcal/mol) for bond
energies but has mean unsigned errors of 0.017 A for bond lengths and 0.37 D for dipole moments.
The best of the semiempirical molecular orbital theories are PM3 and PM6, with BMUES of 1.96 and
2.02, respectively. The ten most accurate functionals from the nonrelativistic benchmark analysis
are then tested in relativistic calculations against new benchmarks obtained with coupled-cluster
calculations and a relativistic effective core potential, resulting in M05-2X (BMUE = 0.895), PW6B95
(BMUE = 0.90), and B97-2 (BMUE = 0.93) as the top three functionals. We find significant relativistic
effects (~0.01 A in bond lengths, ~0.2 D in dipole moments, and ~4 kcal/mol in Zn—ligand bond
energies) that cannot be neglected for accurate modeling, but the same density functionals that do
well in all-electron nonrelativistic calculations do well with relativistic effective core potentials. Although
most tests are carried out with augmented polarized triple- basis sets, we also carried out some
tests with an augmented polarized double-¢ basis set, and we found, on average, that with the smaller
basis set DFT has no loss in accuracy for dipole moments and only ~10% less accurate bond lengths.

1. Introduction reaction&? (it is the second most abundant transition metal

Zinc is an essential element for humans, primarily becausecation in biology), and it is technologically important in

it serves as a cofactor for a very large number of enzyme ZnO photoluminescent materials and nanoparticles (quantum
dots)# Zinc-binding proteins that perform essential functions

* Corresponding author e-mail: eamin@umn.edu. in a variety of species, and for which accurate active-site
t Department of Medicinal Chemistry. modeling parameters are needed, include insulin, metal-
* Department of Chemistry. lothionein, DNA topoisomerase, phosphotriesterase (an

10.1021/ct700205n CCC: $40.75 © 2008 American Chemical Society
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enzyme that hydrolyzes organophosphorus compounds likeiterative extended Hikel theory (IEHT) method, which is
sarirf), zinc-finger proteins, matrix metalloproteinases (MMPs), also called a tight-binding method. These calculations involve
the anthrax toxin lethal factor, alcohol dehydrogenase, humantesting nonrelativistic DFT calculations against nonrelativistic
carbonic anhydrasegytidine deaminasgi-lactamases, and  benchmarks. We then incorporate a relativistic effective core
copper-zinc dismutase. In metalloproteins, Zn often functions potential (ECP¥ for Zn into the top ten methods resulting
as a Lewis acid, with catalysis occurring in its first from this analysis and test these relativistic DFT calculations
coordination shell, or by electrostatically stabilizing reactants against new benchmarks that also incorporate relativistic
or intermediates in the active site. Zinc fluorescent sensorseffects via this ECP.

used to monitor labile Z1 7 and chelating agents used in

froth flotatior? also operate by inner-shell coordination. 2. Data Sets and Computational Methods
Geometries, dipole moments, and bond dissociation energies 1. Basis SetsWe use two basis sets in this work, and we
of Zn coordination compounds are thus critical parameters || denote them Bl and B2. Basis set B1 is used for
for reliable simulations of biological functiéf™® and  nonrelativistic DFT calculations. In this basis, Zn is repre-
technological applications of Zn chemistry. Density func- sented by the 6-311G(d,p) basis set of iGaussian 03¢
tional theory (DFT) is a very promising electronic structure hich is constructed from the earlier work of Wach®rs
calculation tool for obtaining such paramet&rs® but and Hay? as modified by Raghavachari and Truéksyho
systematic validation studies, which have not yet been gescribed both anspd basis and angpdf basis. The basis
reported, are required to understand the reliability of DFT ysed here is thepdbasis further polarized with a singfe
calculations for Zn b|nd|ng as well as the re“abl“ty of set with an exponePﬁ of 1.62. The final Zn basis for B1
simpler semiempirical calculations that are often used consists of a 1§ 1p6dlf primitive basis contracted to

because they are faster and less expensive. 10s7p4d1f, with the outer functions uncontracted. For H, C,
The present paper presents nonrelativistic and relativisticN, O, and S in Series A, the basis set is MG38hich
validation suites of bond distances for 10 ziligand denotes MG3%° with oxygen f functions removed to

complexes, dipole moments for 8 Zn model compounds, anddecrease computation time. Thus the MGBS8sis set is
bond dissociation energies (BDES) for 12 zinc compounds. 6-3114+G(2df,2p}°® 1% for H, C, and N, 6-313+G(2d )02 104

In obtaining all three parameter sets, we chose modelfor O, and the same as in G3Latfewithout core polariza-
compounds with Zn bonds to N, O, and S, which are the tion functions for S.

three most common first-coordination-shell atoms in zinc  Basis set B2 is used for relativistic DFT calculations, and
enzymes>3437 Although our first priority was to test model  for both nonrelativistic and relativistic WFT calculations (in
compounds representing biozinc centers, we also include oneparticular, for CCSD(T) and CCSD benchmarks and for MP2
compound with Zn bonds to H, which occur at defect sites calculations used for extrapolation). We augment the Zn basis
in ZnO crystalg® and in hydrogen-doped zinc oxide thin by adding two additional functions specified by Raghava-
films.3® These data are then used to test practical electronicchari and Truck8? with exponents of 0.486 and 5.40, and
structure methods of both fundamental types: density we restore the MG3$functions to oxygen.

functional theory (DF T and wave function theory (WFT):*2 In both basis sets we use five spherical harmonic basis
DFT methods evaluated with a nonrelativistic Hamiltonian functions ford sets and seven spherical harmonic basis

include the five most accurate functiorf@s* for metal- functions forf sets.

ligand bond energies in a recent stéfyf 21 metat-ligand A smaller basis set will be discussed briefly in section

complexes with 57 different density functionals and the two 4.1.

most accurate functiondfe-555¢verall in that study (based 2.2. Core Orbitals and Relativistic Effects Relativistic

on the 21 metatligand bond energies, 8 transition-metal effects may be divided into scalar relativistic effects and
dimer bond energies, 6 representative main-group atomiza-vector effects% The most important vector relativistic effect
tion energies, 7 ionization potentials, 13 metiigand bond is spin—orbit coupling, but, except for ZnH, all Zn-containing
lengths, and 8 transition metal dimer bond lengths) plus species treated in the present article are closed-shell singlets
five density functionals developed subsequéxtff and for which spin-orbit coupling vanishes. Sptrorbit coupling

26 other popular and representative density func- also vanishes for ZnH because it i€2" state. Spir-orbit
tionalg!3-46.48.49,51,54,56, 6178 of ygrious types. The NDO meth-  coupling is nonzero for O and S and was accounted for in
ods evaluated for comparison with DFT calculations are all relativistic calculations (benchmarks and more ap-
AM1,%79 81 MNDO,8283MNDO/d 248 PM3 8 PM3(tm) 820 proximate methods) by subtracting 0.02 kcal/mol (O) and
and the newer PM6 meth88(The PM3(tm) method is tested 0.56 kcal/mol (S) from the calculated bond dissociation
only for geometries and bond energies because it was notenergies for processes that respectively produce O and S,
parametrized for dipole momeftsnd is specifically stated  based on atomic energy levéfs.

by its developers not to be used for that purpose.) The IEHT Scalar relativistic effects are very important fod 5
method that we test is self-consistent-charge density- transition metals, important ford4transition metals, and
functional tight-binding (SCC-DFTB¥ % For the nonrela-  “small” but not negligible for 8 transition metals like Zn.
tivistic evaluations, we test the following: 39 density For 3d and 4 transition metals, an adequate way to include
functionals, both local and nonlocal; ab initio Hartrdeock scalar relativistic effects in either WFT or DFT is to replace
(HF) theory; six semiempirical molecular orbital methods the inner core orbitals by a relativistic effective core potential.
of the neglect of differential overlap (NDO) variety; and one (A recent study validating these procedures for PdACO may
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be consulted for further discussi#fy) In the present article, ~ Table 1. Best Estimates of Nonrelativistic and Relativistic
the inner core is defined as the next-to-largest noble gas coreZn—Ligand Bond Distances Obtained by CCSD(T)/B2
which is sometimes called the “small core” prescription (thus  compound distance re (A), nonrel re (A), rel
the inner core for Zn has 10 electrons, whereas a large-core

o Zno Zn—-0 1.721 1.710
prescription (not used here) would treat 18 electrons as the o Zn-s 5077 2067
core). In all WFT and DFT relativistic calculations, scalar Zn(NHs)2* Zn—N 1.955 1.939
relativistic effects at Zn are included by replacing the inner  z,,0)2+ Zn—0 1.868 1.852
core electrons by the quasirelativistic multielectron-fit  znon+ Zn—0 1.764 1.757
(MEFIT, R) pesudopotential of Preuss et’aNote that we Zn(SCHa)* Zn-S 2.181 2.170
do not use the basis set develofedor use with this Zn(OH), Zn—0 1.779 1.767
pseudopotential; all relativistic calculations in the present  znH, Zn—H 1.544 1.5282
article use the B2 basis set. Zn(NH3)32* Zn—N 2.016b 2.005?

In the present nonrelativistic calculations, all electrons are _ Zn(NHg)s** Zn—N 2.072° 2.063°

included explicitly with no effective core potential. In the # For comparison, the experimental re value is 1.524 for ZnHy. 110
nonrelativistic DFT calculations, all electrons are correlated. ” Estimated by extrapolation; cf. section 2.3.

The nonrelativistic WFT calculations consist of an uncor- Table 2. Comparison of Relativistic and Nonrelativistic
related HartreeFock step followed by a correlated post- MpP2/B2 and CCSD(T)/B2 Bond Distances

Hartree-Fock step. In the latter, the inner core (10 electrons)
is not correlated. In extensive tests not presented here, we
found that using the large-core prescription for the post-

compound distance Are (R), nonrela Are (R), rela

Zn0O Zn—0 0.042 0.046

Hartree-Fock step gives significantly different geometries inSNH - ;nii 8'822 g'ggg
and should not be trusted. Z:EHzoS))2+ z:—o 0,010 0,010

2.3. Benchmark DatabasesWith the exception of Znkj ZnOH+ Zn—-0 0.015 0.017
for which the gas-phase equilibrium internuclear distance Zn(SCHa)* Zn—s 0.040 0.040
has been obtained by high-resolution infrared emission znoH), Zn—0 0.020 0.021
spectroscopy$®110 experimental bond lengths and dipole  znH, Zn—H 0.025 0.025

moments have not yet been published for the model ~ axr =[r(ccsD(T)/B2) — r.(MP2/B2)].

compounds in this study. Therefore our first goal is to o o _
assemble benchmark data sets. For this purpose, we first’able 3. Nonrelativistic and Relativistic Best Estimates of
consider a set of ten Zn model compounds. For eight of these,PIPole Moments Calculated by the CCSD/B2 Method

in particular, ZnO, ZnS, Zn(NE?* Zn(SCH)* , Zn(H0)?, dipole moment (D)7
Zn(OH), ZnOH*, and ZnH, coupled cluster theok* with compound nonrelativistic relativistic
single and double excitatioHd and quasiperturbative triple

excitations (CCSD(T}}° with basis B2 is applied to obtain ;z: 2?2 22(7)
the best estimates of accurate geometric parameters. The ;.\, 12+ 1.07 127
CCSD(T) method has been shown in multiple stutifes!’ Zn(SCHa)* 3.95 3.59
to reliably and accurately reproduce experimental geometries 7,02+ 0.27 0.39
for small transition-metal model compounds similar to those ZnOH+ 451 4.97
examined here when the basis set is large enough. For  zn(NH),(OH). 3.86 3.80
nonrelativistic benchmarks, the next-to-largest noble gas  zn(NHs)(OH)* 7.40 7.34

cores were frozen in these post-HF calculations; the rela- a1 p = 1 Debye. For ions, the origin is at the center of mass of
tivistic best estimates use the quasirelativistic multielectron- the nuclei.
fit (MEFIT,R) pseudopotential of Preuss et al. on%ZiThe

Zn—Iigand equilibrium bond-distance values obtained in Zn(NH3)2+ Zn(SCI—I;)+, Zn(H20)2+, ZnOH, Zn(NHs)z(OH)z,
these ways are shown in Table 1. and Zn(NH)(OH)" (Table 3). Benchmarks for Zrigand
The two remaining model compounds, Zn(j#* and bond dissociation energies were obtained for a 12-compound
Zn(NHs),?*, in the geometry database were too large for data set: ZnO, ZnS, Zn(N§#*, Zn(OH), ZnH,, Zn(SCH)™
CCSD(T)/B2 optimizations; therefore, our best estimates in | zn(H,0)**, ZnOH*, Zn(NHs)2(OH),, Zn(NHs)(OH)*, Zn-
these cases were obtained by extrapolation from MP2/B2 (NHs)s2*, and Zn(NH),2" (Table 4). For molecules that
calculations. In particular, we noted that increasing the level include ammonia groups in addition to other ligands, the
of calculation from MP2/B2 to CCSD(T)/B2 for Zn(Nj#* Zn—N BDE is the one considered, as shown in the last two
uniformly increases the bond length, as shown in Table 2. It rows of Table 4. Bond dissociation energies for four of these
increases the ZAN bond distance by 0.020 A (nonrelativ- molecules, Zn(NR)(OH)*, Zn(NHa)2(OH),, Zn(NHs)s2t, and
istic) and 0.022 A (relativistic); we therefore increased the Zn(NHs),2", were again extrapolated from MP2/B2 calcula-
MP2/B2 calculated ZniN re values by these amounts for tions as they proved too large for CCSD(T) optimizations.
Zn(NHs)s?* and Zn(NH),*" to obtain the best estimates in  Energies for Zn(NH):2* and Zn(NH).2" were estimated
Table 1. based on the 1.29 kcal/mol (nonrelativistic) and 1.42 kcal/
Best estimates of dipole moments were obtained by CCSD/mol (relativistic) decrease in BDE for Zn(NH*+ from the
B2 optimizations on an eight-compound data set: ZnO, ZnS, MP2 to the CCSD(T) level (Table 5). The mean decrease in
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Table 4. Best Estimates of Nonrelativistic and Relativistic
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Table 6. Summary of the DFT Methods Evaluated in This

Zn—Ligand Bond Dissociation Energies (BDEs in kcal/mol) Study?
Obtained by CCSD(T)/B2 zin
BDE BDE functional type X E or C? refs
dissociation (kcal/mol), (kcal/mol), B1LYP HGGA 25 neither 48,64,71
compound products nonrel rel B3LYP HGGA 20 neither 48,67,68
ZnO Zn, O 83.51 80.30 B97-2 HGGA 21 neither 54
VA Zn, S 61.92 58.00 BLYP GGA 0 neither 48,64
Zn(NHz)z*+ Zn2*, NHs 129.00 134.15 BP86 GGA 0 neither 63,64
Zn(H,0)%* Zn?*, H,0 96.83 99.78 BVWN5 GGE 0 neither 62,64
ZnOH* Zn2t, OH~ 428.18 435.66 G96HLYP GGSC 0 neither 48,55,56
Zn(SCHa3)*™ Zn2*, SCHs~ 420.60 433.84 G96LYP GGA 0 neither 48,56
Zn(OH), ZnOH*, OH~ 256.81 258.71 G96LYP1IM?  GGSC 0 neither 118
ZnH, ZnH, H 78.72 78.90 G96VWN5 GGE 0 neither 56,62
Zn(NHz)3%*" Zn(NH3)22", NH3 61.742 60.672 7-HCTH MGGA 0 exchange 73,75
Zn(NH3)42" Zn(NH3)3%", NH3 46.812 46.042 MO05 HMGGA 28 both 57
Zn(NH3)2(OH),  Zn(NH3)(OH)2, NH3 10.312 8.872 M05-2X HMGGA 56 both 58
Zn(NHz)(OH)*  ZnOH*, NH3 79.312 81.14a M06 HMGGA 27 both 60
P P - M06-2X HMGGA 54 both 60
Estimated by extrapolation; cf. section 2.3. MOG-L MGGA 0 both 59
Table 5. Comparison of Relativistic and Nonrelativistic mg\t‘vll\égs ﬁsch A 32 ne“hffr g?gg?;
; - ; correlation ,69,

MP2/B2 and CCSD(T)/B2 Bond Dissociation Energies MPWIKCIS HMGGA 15 correlation  43—45 5152
(BDEs) mPW1PWe¢ HGGA 25 neither 51,65
ABDpE ABDE mPWLYP GGA 0 neither 48,51
dissociation (kcal/mol), (kcal/mol), MPWLYP1M HGGA 5 neither 48,51,55
compound products nonreld reld mPWVWN5 GGE 0 neither 51,62
Zno Zn, O —31.75 ~31.30 O3LYP HGGA 11.61 neither 48-50
Zns 7n, S —16.82 1717 OLYP GGA 0 neither 48,49
Zn(NHa)?+ Zn2*. NHs —1.29 —1.42 OPWL GGE 0 ne!ther 49,66
Zn(H20)2* Zn2+, H,0 ~0.94 ~1.02 OV5LYP HGGA 0 ne!ther 48,49,62
ZnOH+ Zn?+, OH- 0.34 0.19 OVWN5 GGE 0 neither 49,62
Zn(SCHa)* Zn2+, SCHa~ ~1.63 1.73 PBEh¢ HGGA 25 ne!ther 70,74
Zn(OH), ZnOH™*, OH~ —oa1 —2.79 PBELYP HGGA 0 ne!ther 48,70
ZnH, ZnH, H 1.02 077 PBEVWN5 GGE 0 neither 62,70
A — PW6B95 HMGGA 28 correlation 78
Agpe = [BDE (CCSD(T)/B2) — BDE (MP2/B2)]. SVWN5 LSDA 0 neither 61,62
TPSS MGGA 0 both 46
TPSS1KCIS HMGGA 13 both 43—-47
BDEs for Zn(NH)?*, Zn(OH), Zn(H.0)?", and ZnOH TPSSh HMGGA 10 both 53
from MP2/B2 to CCSD(T)/B2 was 1.24 kcal/mol (nonrela- tpssvwNs  GGE 0 exchange 46,62
tivistic) and 1.36 kcal/mol (relativistic); we therefore estimate vSXce MGGA 0 both 72
X3LYP HGGA 21.8 neither 38,44,45,68

CCSD(T) BDEs for Zn(NH)(OH)" and Zn(NH),(OH),
based on these values. BDEs for the remaining eight “GGA: generalized-gradient approximation; GGE: generalized-
molecules were oblained fiom CCSD(T)B2 optimizations. Sl =:chenes CCSC. senermresgrasns bihinge i
2.4. Density Functionals The properties of the density | spa; |ocal spin density approximation; MGGA: meta GGA; X =
functionals we tested are given in Table 6. The five most percentage of Hartree—Fock exchange; E = exchange; C = correla-
accurate functionals in ref 55 for metdigand bond energies tion. ? GO6LYP1IM is like G98HLYP except tha_t the gradient correction
were TPSSLKCIS?  OSLYP# 0 MPWLKCISS 52152 1 e condaton gy musbliedly 054 om0l 020, Sere
TPSSh? and B97-2* The two most accurate functionals pge1pRE. © Same as VS98.
(overall) in ref 55 were G96LYB6and MPWLYP1M4851.55
BLYP*864and MOHLYP*®455were also among the five best Hartree-Fock (HF) exchange, the density gradients, and the
functionals overall and are also tested here. The new spin densities; MGGA functionals depend on the spin kinetic
functionals we test are as follows: MO5M05-2X,58 M06- energy densities,, the spin density gradients, and the spin
L5°, M06.5° M06-2X 5 and G96LYP1M In addition to densities; and HMGGA functionals depend op HF
these, we tested an assortment of popular functionals withexchange, the density gradients, and the spin densities. GGE
varying performance rangé.+6:48:49.51,55,56,6178 methods combine GGA exchange with LSDA correlation,
The functional set tested here comprises 1 local spin and in GGSC, a relatively new approa€hhe Kohn-Sham
density approximation (LSDA), 5 generalized-gradient ap- operator is defined by
proximation (GGA), 7 generalized-gradient exchange (GGE),
3 GGE with scaled correlation (GGSC), 10 hybrid GGA
(HGGA), 9 hybrid meta GGA (HMGGA), and 4 meta GGA
(MGGA) methods (see Table 6). LSDA functionals depend whereFSEis the Slater local exchange functiofakCcEis
on the spin densities; GGA functionals depend on the the gradient correction to the LSDA exchan@&¢ is the
gradient of the spin densities as well as the spin densitiesLSDA correlation functional, and=¢¢ is the gradient
themselves; HGGA functionals depend on the percentage ofcorrection to the LSDA correlation, andis the percentage

F = F55+ FCE 4 FC + (Y/100)F°¢© 1)
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of the gradient correction to correlation that is included. Here Table 7. Mean Unsigned Errors (MUESs) in DFT and HF
we setY = 50 in two of the GGSC functionals in this study, Zn—Ligand Bond Distance for Ten Zinc—Ligand
G96HLYP and MOHLYP, as was done in previous wétk, = Complexes (Nonrelativistic)?

and we selY = 54 in anothef!® For each theory level we functional MUE (&) functional MUE (A)
specify the. pc.arcentagk_ of Hartree-Fock exchange, an.d X3LYP 0.0069 MO6-2X 0.0169
whetherz, is included in the exchange and/or correlation g5 0.0072 MPWLYP1M 00175
functionals. MO5-2X 0.0078 GO6LYP 0.0177
2.5. Computational Details CCSD, CCSD(T), DFT, B3LYP 0.0080 mPWLYP 0.0205
AM1, PM3, and MNDO calculations were carried out using  vpwikcis 0.0080 OLYP 0.0215
Gaussian 0r a locally modified version oGaussian 0% BILYP 0.0084 BLYP 0.0223
on the Minnesota Supercomputing Institute core resources mPwi1PW 0.0089 HF 0.0224
and on an Alienware MJ-12 dual-CPU workstation running  PBEh 0.0089 G96LYP1M 0.0236
under the SUSe Linux Professional 9.3 operating system. PB86 0.0090 G96HLYP 0.0241
MNDO/d and PM3(tm) calculations were obtained on the  B97-2 0.0090 OV5LYP 0.0244
Alienware MJ-12 with the SPARTAN ’'02 and '04 Linux TPSSh 0.0094 PBELYP 0.0291
software packaged? PM6 calculations were performed using ~ TPSSIKCIS 0.0097 TPSSVWN5 0.0309
MOPAC 20072° on Alienware Area-51m and Alienware MPW1B95 0.0105 GI6VWN5 0.0318
Sentia machines running Windows XP. SCC-DFTB calcula- MO6-L 0.0109 OVWNS 0.0355
tions were done using DFTB/DYLAX % on the Minnesota TPSS 00113 OPWL 0.0358
Supercomputing Institute core resources. CHCTH 0.0133 MPWVWNS 0.0359
O3LYP 0.0139 PBEVWN5 0.0368

MO05 0.0147 BVWNS 0.0377

3. Results MO6 0.0147 SVWNS5 0.0410
All nonrelativistic DFT methods and HF theory were tested  ,gxc 0.0151 MOHLYP 0.0769

using the B1 basis set ag,amSt nonrel§t|V|st|c B2 .benchma}rk 2 Nonrelativistic DFT/B1 tested against nonrelativistic CCSD(T)/
values; the top ten functionals resulting from this analysis 2.
were then evaluated using the aforementioned pseudopoten- _ i
tials against relativistic B2 benchmark values. Table 8. Mean Unsigned Errors (MUESs) in NDO and

3.1. Nonrelativistic Calculations.We first compare the ~ SCC-DFTB Zn—Ligand Bond Distance for Ten
nonrelativistic geometric parameters, dipole moments, andzmc_LIgaanI Complexes (Nonrelativistic)

bond dissociation energies obtained by the 39 chosen DFT method MUE (A)
functionals, HF theory, the six NDO methods, and SCC- SCC-DFTB 0.043
DFTB to the nonrelativistic benchmark values we reported PM3(tm) 0.061
in section 2. We included DFT levels with a fairly wide AM1 0.063
variation in Hartree-Fock exchange, from 0 to 56% as well PM3 0.069
as HF theory with 100% Hartred-ock exchange. The PM6 0.077
quality of our results was evaluated by mean unsigned errors MNDO(d) 0.078
(MUES) representing the average absolute deviations from MNDO 0.082

calculated benchmark values and also by mean signed errors

(MSEs) used to detect systematic error. The mean l_mSigned(tm), which is unsuitabfé for transition-metal dipole moment
errors for DFT and HartreeFock Zn—ligand equilibrium -5 0,jations and which returned very large errors in dipole
bond distances are reported in Table 7, and Table 8 gives, 1 ants for our compound set; and SCC-DFTB, which gave

analogous results for semiempirical molecular orbital theory. o qmously inaccurate bond dissociation energies. For these
Tables 9 and 10 give the mean unsigned errors for mOde"reasons PM3 (tm) and SCC-DFTB were not included in
compound dipole moments, and Tables 11 and 12 list MUEs calculating AMUES.

for bond dissociation energies. Corresponding MSEs aré 15416 14 shows results for a smaller basis set discussed
provided in the Supporting Information. in section 4.1

The_ balanced mean unsigned error (BMUE) is a unitl_ess 3.2. Relativistic Calculations We used the same error
quantity that normalizes MUEs for each parameter against o aqyres for the relativistic comparisons. Table 15 lists

the average error over all methods for that parameter andyg4iivistic BMUES for the top ten functionals from Table
thus serves as a valuable criterion to evaluate the overall13’ and tables analogous to Tables 7, 9, and 11, but for

performance of each technique relativistic calculations, are given in the Supporting Informa-

BMUE = {[MUE(in A)/AMUE(in A)] + tion.
[MUE(in D)/AMUE(in D)] +

[MUE(in kcal/mol/AMUE(in kcalimal)}/3 (2) 4 Discussion

4.1. Nonrelativistic Tests The X3LYP functional shows the
where AMUE is the average mean unsigned error, i.e., the best performance for bond lengths in the nonrelativistic
mean of all MUES for bond distances (in A), dipole moments calculations, followed by PW6B95, M05-2X, and B3LYP.
(in D), or bond dissociation energies (in kcal/mol). Table These methods all have 28 X < 56. The next two
13 gives nonrelativistic BMUEs for all methods except PM3- functionals in the ranking hav¥ = 15 andX = 25. The
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Table 9. Mean Unsigned Errors (MUES) in DFT and HF Table 11. Mean Unsigned Errors (MUESs) in DFT and HF
Dipole Moment for Eight Zinc—Ligand Complexes Bond Dissociation Energy (BDE) for Twelve Zinc—Ligand
(Nonrelativistic)@ Complexes (Nonrelativistic)2
functional MUE (D) functional MUE (D) functional MUE (kcal/mol) functional MUE (kcal/mol)
MO05-2X 0.19 OV5LYP 0.47 M06-2X 3.30 GI96HLYP 7.27
B97-2 0.26 OLYP 0.51 MO05 3.34 TPSSh 7.28
MO05 0.27 TPSS 0.54 MO06 3.80 G96LYP1M 7.33
mPW1PW 0.28 TPSSVWNS5 0.57 B97-2 3.94 OV5LYP 7.47
MPW1B95 0.29 MPW1KCIS 0.61 B1LYP 4.26 mPWVWN5 7.50
PBEh 0.29 VSXC 0.63 MO05-2X 4.30 OLYP 7.74
PW6B95 0.33 G96VWN5 0.63 MPW1B95 5.16 OVWN5 7.87
O3LYP 0.36 G96HLYP 0.70 mPWI1PW 5.24 OPWL 7.88
MO06-2X 0.37 G96LYP1IM 0.70 PW6B95 5.26 PBEVWN5 7.90
TPSSh 0.38 mPWVWN5 0.72 MO6-L 5.40 VSXC 8.04
TPSS1KCIS 0.39 BP86 0.73 B3LYP 541 TPSS 8.41
B1LYP 0.39 MPWLYP1M 0.75 O3LYP 5.51 MPWLYP1M 8.49
OVWN5 0.39 PBEVWN5 0.75 X3LYP 5.64 BLYP 8.67
OPWL 0.39 PBELYP 0.81 TPSSVWN5 5.97 PBELYP 8.89
MOHLYP 0.40 BVWNS 0.82 PBEh 5.99 BP86 9.06
7-HCTH 0.41 BLYP 0.85 TPSS1KCIS 6.51 mPWLYP 9.49
X3LYP 0.43 mPWLYP 0.85 MPW1KCIS 6.59 G96LYP 9.50
MO6-L 0.43 HF 0.87 G96VWNS 6.66 MOHLYP 13.04
B3LYP 0.44 SVWN5 0.89 7-HCTH 6.73 HF 15.02
MO6 0.45 G96LYP 0.90 BVWNS 6.99 SVWN5 22.06
2 Nonrelativistic DFT/B1 tested against nonrelativistic CCSD/B2. a Nonrelativistic DFT/B1 tested against nonrelativistic CCSD(T)/
B2.
Table 10. Mean Unsigned Errors (MUES) in NDO and
SCC-DFTB Dipole Moment for Eight Zinc—Ligand Table 12. Mean Unsigned Errors (MUEs) in NDO and
Complexes SCC-DFTB Bond Dissociation Energy (BDE) for Twelve
method MUE (D) Zinc—Ligand Complexes
method MUE (kcal/mol)
AM1 0.79
PM3 0.86 PM6 13.72
PM6 1.15 PM3 20.43
MNDO 1.28 AM1 27.37
MNDO(d) 1.29 MNDO(d) 28.19
SCC-DFTB 1.45 MNDO 31.26
PM3(tm) 84.96
SCC-DFTB 302.13

first 25 functionals have MUK 0.022 A, whereas Table 8
shows that even the best of the semiempirical molecular
orbital methods has MUE= 0.043 A. functionals are in second through sixth place, with MYE

It is interesting to compare the results in Table 7 to a 0.29 D. In contrast the top semiempirical molecular orbital
previous stud¥?! of bond lengths in van der Waals complexes method, AM1, has MUE= 0.79 D (Table 10). We note that
that included results for ZnZnNe, ZnAr, and ZnKr by 19  SCC-DFTB is more expensive than NDO methods;but
different density functionals. If one computes the mean despite its nameits performance is more similar to other
unsigned errors on those four compounds, the best resultNDO methods than to DFT.
(0.28 A) was obtained by using M05-2X. (The mean The MO06-2X functional is the top DFT method for
unsigned error is larger than the typical value in the present nonrelativistic bond dissociation energies (Table 11), fol-
work because the van der Waals complexes have flatterlowed closely by the M05, M06, B97-2, BILYP, and M05-
potentials than those for the covalent and coordinate covalent2X functionals. Once again the NDO methods prove inferior,
bonds studied here.) Seven other functionals included in thatwith PM6 as the best method in this class with MBEL3.72
study are also included here, and their mean unsigned errorkcal/mol. Most notably, SCC-DFTB rendered highly inac-
for the four Zn-containing van der Waals molecules are (in curate BDEs for our compound set, with MUE 302.13
A) as follows: PW6B95, 0.38; PBEh, 0.41; MPW1B95, kcal/mol. In the remainder of the discussion we focus on
0.44; M05, 0.45; TPSSh, 0.59; TPSS, 0.59; and mPW1PW, the unitless balanced MUE (BMUE), which takes account
0.67. Itis encouraging that the M05-2X and PW6B95 density of all three parameters examined here: bond distances, dipole
functionals perform relatively well in both the previous and moments, and bond dissociation energies.
the present studies. Overall, for nonrelativistic BMUE, Table 13 shows that

Table 9 shows that the M05-2X functional predicts the DFT methods perform significantly better than NDO methods
most accurate nonrelativistic dipole moments by a large and SCC-DFTB for the model Zn model compounds in this
margin. The B97-2, M05, mPW1PW, MPW1B95, and PBEh study. BMUESs for DFT methods ranged from 0.333 to 1.684,
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Table 13. Balanced Mean Unsigned Errors (BMUEs, Table 14. Mean Unsigned Errors in Bond Length (A) and
Unitless) for Three Databases of Zn—Ligand Compounds Dipole Moment (D) with the 6-31+G(d,p) Basis for H, C, N,
for DFT, HF, and NDO Methods (Nonrelativistic)? o, s
functional BMUE functional BMUE bond length MUE (A) dipole moment MUE (D)
MO05-2X 0.333 OVWN5 0.900 PBEh 0.0068 MO05-2X 0.20
B97-2 0.376 OPWL 0.904 PW6B95 0.0068 B97-2 0.23
mPW1PW 0.426 G96LYP1IM 0.909 mPW1PW 0.0073 mPW1PW 0.25
MO5 0.437 GI96HLYP 0.912 MO05-2X 0.0091 MO5 0.25
PW6B95 0.438 G96VWN5 0.953 B97-2 0.0094 MPW1B95 0.26
MPW1B95 0.450 BLYP 1.00 X3LYP 0.0096 PBEh 0.26
B1LYP 0.451 G96LYP 1.01 MPW1KCIS 0.0096 PW6B95 0.30
PBEh 0.456 mPWLYP 1.02 MO06-L 0.0099 O3LYP 0.32
X3LYP 0.496 mPWVWN5 1.08 TPSSI1KCIS 0.0102 OVWNS 0.34
B3LYP 0.510 PBELYP 1.09 TPSSh 0.0103 OPWL 0.34
M06-2X 0.518 PBEVWN5 1.12 MO06 0.0110 TPSSh 0.34
TPSS1KCIS 0.535 BVWNS 1.14 B3LYP 0.0111 B1LYP 0.34
MO6-L 0.541 HF 1.22 BP86 0.0112 TPSS1KCIS 0.35
O3LYP 0.542 MOHLYP 1.58 TPSS 0.0118 MO06-2X 0.37
TPSSh 0.550 SVWN5 1.68 BILYP 0.0120 7-HCTH 0.38
MO06 0.551 PM3 1.96 MO5 0.0133 MO6-L 0.39
7-HCTH 0.601 PM6 2.02 7-HCTH 0.0144 X3LYP 0.40
MPW1KCIS 0.644 AM1 2.06 MPW1B95 0.0145 MOHLYP 0.40
TPSS 0.701 MNDO(d) 2.56 O3LYP 0.0166 B3LYP 0.40
VSXC 0.784 MNDO 2.69 VSXC 0.0181 MO6 0.41
OLYP 0.786 M06-2X 0.0194 OV5LYP 0.41
OV5LYP 0.796 G96LYP 0.0213 OLYP 0.45
BP86 0.800 MPWLYP1M 0.0218 VSXC 0.51
TPSSVWN5 0.885 mPWLYP 0.0248 TPSSVWNS 0.53
MPWLYP1M 0.895 HF 0.0248 TPSS 0.53
2 Nonrelativistic DFT/B1 and other methods tested against non- a Otherwise the same as Tables 7 and 9. Only the top 25
relativistic CCSD(T)/B2 for geometries and bond dissociation energies functionals are shown for each property.

and against nonrelativistic CCSD/B2 for dipole moments. ]
Table 15. Balanced Mean Unsigned Errors (BMUEsS,

Unitless) for Three Databases of Zn—Ligand Compounds
while NDO methods yielded BMUEs between 1.964 (PM3, for DFT Methods (Relativistic)2 and NDO Methods
best) to 2.686 (MNDO, worst). The HF theory resulted in a method BMUE method BMUE
BMUE of 1.222, less favorable than all but two of the studied

DFT methods. With a BMUE of 1.964, PM3 is the best NDO "B";’fzzx ggg ;gtii 8:;
method; however, PM3 still tested worse than all DFT ) ' '

. : PW6B95 0.444 PM3 1.81
methods we examined. While SCC-DFTB returned very MPW1B9S 0.457 AML 184
inaccurate bond dissociation energies (see above) and was |, 0'458 PM6 1'91
therefore not included in the calculations of BMUE, its MPW1PW 0476 MNDO 233
performance was far better for bond lengths (MED.043 PBEh 0.500 MNDO(d) 235
A, best among the NDO methods) and somewhat better for g7, vp 0.504
dipole moments (MUE= 1.45 D, worst among the NDO a Relativistic DFT/B2 and other methods tested against relativistic
methods). CCSD(T)/B2 for geometries and bond dissociation energies and

The M05-2X functionaP® which has demonstrated excel- 29ainst relativistic CCSD/B2 for dipole moments.
lent performance for noncovalent interactions and barrier
heights in tests against broad main-group databa%éand Also in the top five functionals tested were B97-2 (BMUE
tests for silicon chemistri?® gives the lowest overall = 0.376), mPW1PW (BMUE= 0.426), M05 (BMUE=
nonrelativistic BMUE (0.333) for this compound set. MO5- 0.437), and PW6B95 (BMUE- 0.438). The popular B3LYP
2X was parametrized against 34 nonmetal data values,theory ranks #10 overall (BMUE 0.510), testing quite well
whereas the closely related M05 functional was parametrizedfor geometries (MUE= 0.008 A) but less so for dipole
for metals as well as nonmet&fanterestingly, here we find ~ moments (MUE= 0.44 D) and bond dissociation energies
that M05-2X performs better for Zn than does M05 (non- (MUE = 5.41 kcal/mol).
relativistic BMUE = 0.437), indicating that zZn, a*° Inclusion of HF exchange is found to be very helpful for
transition metal, may more closely resemble a main-group the Zn compounds we included in the present tests: all
element than it does other transition metals. This may alsofunctionals with HF exchange resulted in nonrelativistic
explain the extremely poor performance of the MOHLYP BMUEs below the normalized mean of 1.0, whereas 45%
functional, a transition-metal-parametrized GGSC method, of the functionals with no HF exchange yielded nonrelativ-
with regard to geometries. istic BMUEs above 1.0. Ten additional functionals with
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= 0 give BMUEs above 0.7: TPSS, OLYP, OV5LYP, We considered relativistic effects for the ten density
VSXC, BP86, TPSSVWN5, OVWN5, OPWL, G96HLYP, functionals that performed best in the tests (discussed in
and G96VWNS5. The best theory level with no HF exchange section 4.1) of nonrelativistic density functional calculations
is M06-L, a new local functional which recently performed against nonrelativistic best estimates. Relativistic density
best for a broad combination of main-group thermochemistry, functional calculations (that is, density functional calculations
thermochemical kinetics, organometallic/inorganometallic, employing relativistic effective core potentials) were carried
and noncovalent interactions as well as for geometric out for these ten functionals and were compared to the
parameters and vibrational frequencigésBecause local  relativistic best-estimate results. These relativistic tests lead
functions are considerably less expensive than nonlocalto the same conclusions as the nonrelativistic ones, that is,
functionals for large systems, the M06-L local functional has the functionals that perform well in the nonrelativistic tests
been suggesté¥for calculations involving medium-to-large also perform well in the relativistic ones. Table 15 shows
systems and/or simulations involving longer time scales. the performance of DFT and NDO methods against relativ-
Incorporating the kinetic energy densitytended to lower ?stic benchmarks, where both I?FT and CCSD(T) calcula_ltions
the BMUE. All functionals that include, resulted in BMUES incorporate the multielectron-fit (ME.F IR) pseudopotgntlal
better than the mean, and three of the top five functionals Of. Preuss et al. on Z#?.M05-2X remains the top fqnctlonal,
include 7,; MO05-2X and MO05 in both exchange and with 897.'2’ PW6895’ mPW1B9S, ar\d MOS n secon_d
correlation and PW6B95 in correlation. However, including thrpugh fifth places, in that or'der. The klnetlc.energy qlensny
z, does not appear to be a requirement for a good Zn 7, 1S present in four of these five best performing functionals,

functional; the other two of the top five theory levels do not and the HartreeFock exchange ranges from 21 to 56%.

incorporate it. In general, HMGGA and MGGA methods )

tested favorably for Zn compounds: GGA, GGE, and GGSC °- Summary and Concluding Remarks

methods were less suitable, and the one LSDA method weWe have presented nonrelativistic and relativistic databases

evaluated, SVWNS5, was the least favorable functional. ~ 0f CCSD(T) geometric parameters and bond dissociation
For bond lengths and dipole moments, we also carried out ENerg1es and CCSD dipole moments, for a set of Zn model

complete tests of the same density functionals with the compounds_,.ar)d used the’.“.a? benchmarks to test a variety
smaller 6-31%G(d,pj* basis set for H, C, N, O, and S of nonrelativistic and relativistic DFT methods and other

molecular orbital methods. While the accuracy of the DFT
ethods we tested varies considerably, as measured by
balanced mean unsigned error (BMUE), DFT overall sig-

combined with the Zn basis as used in B1. We found similar
trends to the results presented here, and so these results al

not presented in detail. However, it is useful to summarize nificantly outperformed NDO (“semiempirical”) and tight-
them, and this is done in Table 14, which presents the 25, . y outp ) P 9
binding molecular orbital methods for our compound sets.

gfsglemigfndjnrgr gg?ngﬁztggg tgsmzeS giféonagtg%?ja?%lthough NDO and tight-binding methods are parametrized

eprform betterwi.th thegsmaller bas’is <et. but on avera ethBéagainst experimental data and therefore include electron
P . . ' 9 correlation effects implicitly, it is disappointing that their
errors increase by approximately 10%. In contrast the errors

) . : overall errors (measured by BMUE against nonrelativistic
in the dipole moments tend to decrease about 10% with thebenchmarks) are factors of 1.1 larger than ab initio

ts)mallekr) bIaS|s. Jh's_ either |nd|cate_s th_at(;he _smaLIer basis ISy artree-Fock. Two of the 38 density functionals we tested
etter balanced or s an encouraging indication that one cany g, fared worse in the nonrelativistic tests than ab initio

achieve similar accuracy with augmented polarized dogble- Hartree-Fock. Seventeen density functionals (including five

basis sets to what one can obtain with augmented p°|arizeddeve|oped in Minnesota), however, have BMUES more than
triple-¢ basis sets. (The performance of augmented polarized, ¢4ctor of 2 lower than HF.

doubleZ basis sets relative to larger basis sets in DFT Our results indicate that the suitability of a particular

calculations is also discussed elsewhefe. functional for zZn is enhanced by HartreEock (HF)

4.2. Relativistic Tests One of the key findings of the  exchange and often, although not necessarily, by including
present StUdy is that scalar relativistic effects are not the kinetic energy densityo_ The M05-2X functional has
negligible for Zn compounds. Table 1 shows that when heen recommended for general-purpose, nonmetal thermo-
relativistic effects are added, Zn bond lengths all decrease,chemistry, kinetics, and noncovalent interacti#hBased on
with an average change of 0.011 A, which is a factor of 1.7 our analysis of nonrelativistic and relativistic mean unsigned
larger than the smallest mean unsigned error in Table 7. Thiserrors (MUES), in which M05-2X surpasses all other methods
decrease is as expected, since the direct relativistic &fect tested, we now recommend it to obtain accurate geometric
decreases the size of cas@ndp electrons. Table 3 shows parameters, dipole moments, and bond dissociation energies
that relativistic effects on dipole moments are less systematic,for Zn centers. For those interested in a broadly applicable
with six dipole moments decreasing by an average of 0.20local (X = 0) functional with reduced computational cost,

D and two increasing by an average of 0.16 D. The-Zn perhaps to model larger Zn systems or for simulations of
ligand bond energies are also sensitive to relativistic effects; longer duration, we suggest the M06-L artHCTH func-
seven of them increase by an average of 4.7 kcal/mol, andtionals, which display the best performance of the 20 local
the other five decrease by an average of 2.1 kcal/mol. Tablefunctionals studied.

11 shows that these average changes are larger than the meanZinc represents an interesting borderline case in the
unsigned errors in the six best functionals. periodic table?8it is sometimes considered a transition metal
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and sometimes a main-group element. The present study (20) Remko, M.; Garaj, VMol. Phys.2003 101, 2357.
indicates that the computational chemistry requirements of (21y Banci, L.Curr. Opin. Chem. Biol2003 7, 143.

Zn resemble those of the main group rather than the first
transition row, as the best functionals for Zn are those that

generally perform best for the main group.
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Abstract: Ab initio calculations were carried out for isogyric reactions involving the third row
elements, Ga, Ge, As, Se, and Br. Geometries of all the reactants and products were optimized
at the HF, MP2, and B3LYP levels of theory using the 6-31G(d) and 6-31G(d,p) basis sets. For
molecules containing third row elements geometries, frequencies and thermodynamic properties
were calculated using both the standard 6-31G and the Binning-Curtiss (BC6-31G) basis sets.
In order to determine the performance of these basis sets, the calculated thermodynamic
properties were compared to G3MP2 values and where possible to experimental values.
Geometries and frequencies calculated with the standard 6-31G and the BC6-31G basis sets
were found to differ significantly. Frequencies calculated with the standard 6-31G basis set were
generally in better agreement with the experimental values (MAD=40.1 cm™! at B3LYP/6-31G-
(d,p) and 94.2 cm™! at MP2/6-31G(d,p) for unscaled frequencies and 29.6 cm~! and 24.4 cm™1,
respectively, for scaled frequencies). For all the reactions investigated, the thermodynamic
properties calculated with the standard 6-31G basis set were found to consistently be in better
agreement with the G3MP2 and the available experimental results. However, the BC6-31G basis
set performs poorly for the reactions involving both second and third row elements. Since, in
general, the standard 6-31G basis set performs well for all the reactions, we recommend that
the standard 6-31G basis set be used for calculations involving third row elements. Using G3MP2
enthalpies of reaction and available experimental heats of formation (AH), previously unknown
AH; for CH3sSeH, SiH3SeH, CH3AsH,, SiHzAsH,, CH3GeHs, and SiH;GeHs; were found to be
18.3, 18.0, 38.4, 82.4, 41.9, and 117.4 kJ mol™%, respectively.

1. Introduction actually meet the definition of the standard 6-31G basis set,
Calculations for compounds containing first and second row but it is constructed from a contraction of the Dunning basis
elements are now very common. However, fewer calculations set? The core functions are highly contracted with respect
have been performed for compounds containing third row to those which represent the valence region which are kept

main group elements. Such computations require basis set§incontracted in order to maintain flexibility. For example,
that are consistent with those used for the first and secondy, the BC6-31G basis set. the s p, and d shells consist of

row el_ements in order to obta_lin gccuratg and reliable reéult_s. six (821111), four (6311), and one (5) contracted functions,
For third row elements the Binning-Curtiss (BC6-31G) basis . . . . .
respectively, which gives a total of 24 basis functions.

set has been used in combination with the standard 6-31G _

basis set in most electronic structure packages (for example,RaSSOlOV_ et al.have developed a_ standard 6-31G basis set

Gaussiahand GAMESS). However, this basis set does not [0F the third row elements to use in G3 theorfashere the

3d orbitals are included in the valence space of the third

* Corresponding author phone: (709) 737-8609; fax: (709) 737- 'OW elements, resulting in a total of 29 basis functions.
3702; e-mail: rpoirier@mun.ca. However, very little has been reportédon the use of the

10.1021/ct700224j CCC: $40.75 © 2008 American Chemical Society
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standard 6-31G basis set vs the BC6-31G basis set for loweralso performed using the BC6-31G(d) basis set for third row
levels of theory (e.g., HF, MP2, and B3LYP) for compounds elements. For the standard 6-31G(d) basis set, the G3MP2
containing third row elements. No detailed investigation of energy is the summation of the following single point
geometries and frequencies for compounds containing thirdenergies

row elements have been performed using the standard 6-31G

basis set. From our previous stutiiermodynamic proper- ~ E[QCISD(T)/6-31G(d)H AEyp, + AE(SO) +

ties for SiHBr + HCN — SiH;CN + HBr and SiHBr+ H, E(HLC) + E(ZPE)

— SiH; + HBr, calculated at HF, MP2, and B3LYP levels

using the standard 6-31G basis set, were found to be in betteIWhere

agreement with Gaussian-n theories compared to values (AE,p,) = [E(MP2/G3MP2Large)}l- [E(MP2/6-31G(d))]
obtained using the BC6-31G basis set for bromine with the = "

same levels of theory. However, in a later sttty the  hile the G3MP2 energy calculated using the BC6-31G(d)
reaction of alkenes with bromine, the thermodynamic proper- pasijs set is given by

ties obtained with the standard 6-31G basis set were found

to agree very well with the values obtained with the BC6- E[QCISD(T)/BC6-31G(d)H- AE,,p, + AE(SO)+ E

31G basis set. In this study, we have extended the study to (HLC) + E(ZPE)
encompass other third row main group elements. G3MP2

theory and experimental results where available are usedwhere

in this study in evaluating the performance of the standard

6-31G and the BC6-31G basis sets for compounds containing(AEMPZ) = [EMP2/G3MP2Large)}-
first row and second row elements in combination with the [E(MP2/BC6-31G(d))]
third row elements Ga, Ge, As, Se, and Br. The results are

d trasted. and luated at the HE. MP2. and For all the third row elements the G3MP2Large basis
compared, contrasted, and evauated at the Hr, » ANCse111which is not yet incorporated in Gaussian03, was used
B3LYP levels of theory.

for G3MP2 calculations. Frequencies were calculated for all
structures to ensure the absence of imaginary frequencies in

2. Method the minima.

In this study, the performance of the third row basis sets is
evaluated by comparing the thermodynamics properties for3 Results and Discussion

the following isogyric reactions: The optimized geometries, frequencies, the thermodynamic

CHoXH, + HCN— CH,CN + XH,,, (1) properties of the isogyric reactions, and heats of formation
of some energetically stable compounds containing third row
SiHXH, + HCN— SiH,CN + XH,,, 2 elements are presented in Tables9l

3.1. Geometries of Molecules Containing Third Row
where X= Ga, Ge, As, Se, and Bramd= 2, 3,2,1,and  Elements.Bond lengths and angles calculated at the MP2
0, respectively, and for and B3LYP levels of theory using the standard 6-31G(d,p)
and BC6-31G(d,p) basis sets for all the structures containing

CHBr + HCI = CH,Cl + HBr 3) third row elements are listed in Table 1 along with the
SiH,Br + HCl — SiH,Cl + HBr ) experimental data where available.

The geometric parameters calculated with the standard
PH,Br + HCN — PH,CN -+ HBr (5) 6-31G(d,p) and BC6-31G(d,p) basis sets are quite different.

The MP2 bond lengths are always shorter than the B3LYP
The geometries and frequencies for molecules containingbond lengths, and with a few exceptiof$H{—C—H in CHs-
third row atoms are also investigated. All the electronic Br, CH;SeH, CHAsH,, and CHGaH, and OH—Si—X
structure calculations were carried out with Gaussianlide (X=Br, Ga) in SiKBr and SiHGaH,) the MP2 bond angles
geometries of all reactants and products were fully optimized are larger or almost equal to B3LYP angles. However, for
at the HF, MP2, and B3LYP levels of theory using both the all the levels of theory the agreement with experiment is
6-31G(d) and 6-31G(d,p) basis sets. For third row elements, similar to that found for compounds containing first and
Ga, Ge, As, Se, and Br, both the standard 6-34& BC6- second row elements.
31& basis sets are used throughout. Geometries of all the Table 2 lists the mean absolute deviations (MAD) in bond
compounds were optimized ensuring all had their expectedlengths and angles from experiment and calculations. A total
symmetries. From our previous wofR,it was found that of 25 experimental bond lengths and 18 experimental bond
the enthalpies of reaction calculated by using G3MP2, angles were used to calculate the mean absolute deviations
G3B3/°and G3MP2B® levels of theory all agreed to within ~ from experiment. A total of 36 bond lengths and 36 bond
5.3 kJ mot™. Therefore, the G3MP2 level of theory is used angles were used to calculate the mean absolute deviations
in this study which is expected to adequately reproduce the between the values calculated at the MP2 and the B3LYP
experimental data. G3MP2 theory is based on geometrylevel of theory using the standard 6-31G(d,p) and BC6-31G-
optimizations performed at the MP2(full) level of theory (d,p) basis sets. For bond lengths the MAD~i§.012 A
using the standard 6-31G(d) basis set for first, second, andexcept for B3LYP/6-31G(d,p) which has a MAD of 0.019
third row elements. In some cases G3MP2 calculations wereA. The lowest MAD (0.0118 A) is given by MP2/6-31G(d).
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Table 1. Optimized and Experimental Structural Parameters for Compounds Containing Third Row Elements!
) _ MP2 B3LYP
point  geometric
molecules group parameter /6-31G(d,p) /BC6-31G(d,p) AS /6-31G(d,p) /BC6-31G(d,p) AS exptl
HBr Coy  H-Br 1.4075 1.4057 0.0018 1.4269 1.4171 0.0098  1.4144,21.4129°
SeH, Cy  Se—H 1.4527 1.4480 0.0047 1.4738 1.4614 0.0124  1.4600,21.4605°
OH—Se—H 91.6 91.5 0.1 91.2 91.0 0.2 90°
AsH3 Csy As—H 1.5042 1.5043  —0.0001 1.5271 1.5181 0.009 1.5108,21.5187"
OH—As—H 93.0 92.2 0.8 91.9 91.2 0.7 90°¢
GeH, Ta Ge—H 1.5219 1.5285  —0.0066 1.5369 1.5306 0.0063  1.5151,21.5293,01.5144
OH—Ge—H 109.5 109.5 0.0 109.5 109.5 0.0 109.5¢
GaHs; Ds,  Ga—H 1.5579 15785  —0.0206 1.5700 15733  —0.0033  1.560,21.5505¢
OH-Ga—H 120.0 120.0 0.0 120.0 120.0 0.0
PH,Br Cs P—Br 2.2474 2.2440 0.0034 2.2775 2.2612 0.0163  2.234,/2.230f
P—H 1.4067 1.4063 0.0004 1.4248 1.4242 0.0006  1.425,/1.412f
Br—H 2.7894 2.7847 0.0047 2.8183 2.8106 0.0077
OH—P—Br 96.8 96.7 0.1 96.4 96.8 -0.4 96.1f
OH—P—H 93.5 93.4 0.1 92.2 92.1 0.1 92.4f
SiHBr Cs  Si—Br 2.2529 2.2470 0.0059 2.2809 2.2601 0.0208  2.237,92.231"
Si—H 1.5086 1.5082 0.0004 1.5308 1.5309 —0.0001 1.518,91.561"
OH-Si—Br 94.5 94.6 -0.1 94.2 94.6 —-0.4 93.49
CH3Br Cay C—Br 1.9424 1.9480 —0.0056 1.9658 1.9625 0.0033 1.939,/1.934,/1.933F
C—H 1.0832 1.0834 —0.0002 1.0879 1.0878 0.0001 1.113,/1.082,/1.086F
OH-C—Br  108.1 107.8 0.3 107.7 107.7 0.0 107.7
OH-C—-H 110.8 111.1 -0.3 111.2 111.2 0.0 111.2/111.17%
SiH3Br Cay Si—Br 2.2294 2.2249 0.0045 2.2484 2.2299 0.0185 2.212,/2.210™
Si—H 1.4690 1.4686 0.0004 1.4808 1.4808 0.0 1.474,/1.4877
OH-Si—Br 108.4 108.4 0.0 108.5 108.7 -0.2 108.2/
OH-Si-H 1105 110.5 0.0 110.4 110.2 0.2
CHs3SeH Cs C—Se 1.9610 1.9503 0.0107 1.9812 1.9633 0.0179 1.976"
C—H 1.0896 1.0899 —0.0003 1.0909 1.0912 —0.0003 1.10"
Se—H 1.4730 1.4799  —0.0069 1.4827 1.4848  —0.0021  1.48"
OH-C-H 110.7 110.9 -0.2 110.9 110.9 0.0 1117
OJC—Se—H 95.0 95.8 —0.8 94.9 95.6 —-0.7 95"
SiH3SeH Cs Si—Se 2.2909 2.2895 0.0014 2.3086 2.2963 0.0123
Si—H 1.4816 1.4810 0.0006 1.4851 1.4846 0.0005
Se—H 1.4741 1.4812  —0.0071 1.4829 1.4849  —0.0020
OH-Si—H 1102 110.3 -0.1 109.9 109.9 0.0
0JSi—Se—H 93.9 94.5 —0.6 93.6 94.2 —0.6
CHzAsH, Cs C—-As 1.9798 1.9607 0.0191 1.999 1.983 0.016 1.92°
C—H 1.0924 1.0928 —0.0004 1.0920 1.0916 0.0004 1.09°
As—H 1.5248 1.5354 —0.0106 1.5300 1.5205 0.0095
OH—-C-H 109.4 109.2 0.2 109.6 109.9 -0.3
0C—As—H 96.0 96.5 -0.5 95.6 95.1 0.5
SiHzAsH, Cs  Si—As 2.3705 2.3672 0.0033 2.3949 2.3698 0.0251
Si—H 1.4838 1.4836 0.0002 1.4873 1.4857 0.0016
As—H 1.5243 15357  —0.0114 1.5347 1.5186 0.0161  1.52°
OH-Si—H  109.1 109.2 -0.1 108.8 108.8 0.0 109.28°
0Si—As—H  93.6 93.8 -0.2 92.8 93.5 -0.7 940
CHsGeHs Csy  C—Ge 1.9540 1.9474 0.0066 1.9692 1.9515 0.0177  1.9490,°1.945349
C—H 1.0873 1.0874  —0.0001 1.0924 1.0924 0.0 1.0921,,1.0834
Ge—H 1.5264 1.5324  —0.0060 1.5414 1.5361 0.0053  1.5285,,1.5294
OH-C-H 108.7 108.8 -0.1 108.7 108.7 0.0 108.841,7108.49
0Cc—Ge—H 1103 110.6 -0.3 110.2 110.6 -0.4 109.39
OH-Ge—H 1085 108.3 0.2 108.4 108.3 0.1 108.776P
SiHsGeHs Cs,  Si—Ge 2.3838 2.3828 0.0010 2.3987 2.3795 0.0192  2.36"
Si—H 1.4761 1.4758 0.0003 1.4872 1.4868 0.0004 1.49"
Ge—H 1.5252 1.5337 —0.0085 1.5400 1.5372 0.0028 1.53"
0OSi—Ge—H 110.7 110.7 0.0 110.8 110.8 0.0
OH-Si—H 108.8 108.9 -0.1 108.6 108.6 0.0 108.8"
OH—-Ge—H 108.2 108.2 0.0 108.1 108.1 0.0 108.8"
CHsGaH; Cs C—-Ga 1.9686 1.9874 —0.0188 1.9796 1.9771 0.0025
Ga—H 1.5636 1.5840 —0.0204 1.5769 1.5800 —0.0031



Calculations for Third Row Elements J. Chem. Theory Comput., Vol. 4, No. 1, 20@®

Table 1. (Continued)

_ _ MP2 B3LYP
point geometric

molecules group parameter 16-31G(d,p) /BC6-31G(d,p) AS 16-31G(d,p) /BC6-31G(d,p) AS exptl
C—H 1.0919 1.0928 —0.0009 1.0974 1.0980 —0.0006
0C—-Ga—H 120.6 120.9 -0.3 120.6 121.0 -0.4
OH-Ga—H 118.8 118.2 0.6 118.7 118.0 0.7
0OGa—C—H 108.6 109.1 -0.5 108.6 108.9 -0.3
O0Ga—C—H 111.9 112.2 -0.3 111.8 112.1 -0.3
OH—-C—H 107.5 107.1 0.4 107.5 107.2 0.3
OH-C—-H 109.3 108.9 0.4 109.5 109.1 0.4

SiH3;GaH; Cs Si—Ga 2.4212 2.4199 0.0013 2.4315 2.4004 0.0311
Ga—H 1.5626 1.5830 —0.0204 1.5762 1.5789 —0.0027
Si—H 1.4808 1.4816 —0.0008 1.4922 1.4929 —0.0007
0Si—Ga—H 121.0 1215 —-0.5 121.0 121.6 —0.6
OH—Ga—H 118.1 116.9 1.2 117.9 116.7 1.2
O0Ga—Si—H 108.8 108.8 0.0 108.7 108.6 0.1
O0Ga—Si—H 112.0 112.1 —-0.1 112.4 112.6 —-0.2
OH-Si—H 107.8 107.7 0.1 107.5 107.4 0.1
OH-Si—H 108.3 108.3 0.0 108.2 108.1 0.1

a Reference 14. » Reference 15. ¢ Reference 16. ¢ Reference 17. € Reference 18. Reference 19. 9 Reference 20. " Reference 21. ' Reference
22. J Reference 23. kK Reference 24. / Reference 25. ™ Reference 26. " Reference 27. ¢ Reference 28. P Reference 29. 9 Reference 30. ' Reference
31. s A represents the difference between parameters calculated with the standard 6-31G(d,p) and the BC6-31G(d,p) basis sets. ! Bond lengths
are in A and angles are in deg.

Table 2. Mean Absolute Deviations for Bond Lengths and row elements were used to calculate the MAD between
Angles® calculated frequencies and 73 to calculate the MAD between
MAD MAD experimental and calculated frequencies. In most cases the
comparison (bond lengths) (angles) B3LYP/6-31G(d,p) frequencies are in better agreement with
experiment vs experimental frequencies (Tables 3 and 4), with a MAD of
MP2/6-31G(d,p) 0.0118 0.6 40.1 cmt compared to 57.8 cnt for B3LYP/BC6-31G-
MP2/BC6-31G(d,p) 0.0124 0.6 (d,p) and 94.2 cmt and 105.4 cm! for MP2/6-31G(d,p)
B3LYP/6-31G(d,p) 0.0187 0.5 and MP2/BC6-31G(d,p), respectively. Therefore, for both
B3LYP/BC6-31G(d,p) 0.0124 0.5 MP2 and B3LYP the standard 6-31G basis set gives the best
MP2/6-31G(d,p) vs agreement, and overall the B3LYP with the standard 6-31G-
MP2/BC6-31G(d,p) 0.0057 0.3 (d,p) basis set performs the best in calculating frequencies

B3LYP/BC6-31G(d,p) vs
B3LYP/6-31G(d,p) 0.0078 0.3

2 Mean absolute deviations from experiment were calculated from
25 bond lengths and 18 bond angles, while 36 bond lengths and 36

for molecules containing third row elements. B3LYP fre-
guencies are found to be slightly more sensitive to the basis
set than MP2 frequencies, i.e., the differences between the

bond angles were used to calculate the MAD between the calculated frequencies calculated at B3LYP/6-31G(d,p) and B3LYP/
bond lengths and angles. Bond lengths are in A, and angles are in BC6-31G(d,p),Av(B3LYP), are generally larger than the
deg. differences between the frequencies calculated at MP2/6-

For bond angles the MAD (18 of bond angles) is-06.  31G(d,p) and MP2/BC6-31G(d,phv(MP2) (Table 3). For
Changes in bond lengths with a change in basis set areunscaled frequencies the MAD between MP2/6-31G(d,p) and
generally larger at B3LYP (0.0078 A) than at Mp2 MP2/BC6-31G(d,p) is 16.4 cm, while between B3LYP/
(MAD=0.0057 A). For example in HBr, the difference in 6-31G(d,p) and B3LYP/BC6-31G(d,p) the MAD is 20.3
bond lengths calculated at B3LYP/6-31G(d,p) and B3LYP/ ¢m™*. The MAD between the MP2/6-31G(d,p) and B3LYP/
BC6-31G(d,p) is 0.0098 A, while the difference at MP2/6- 6-31G(d,p) is 58.9 crrt, while the MAD between the MP2/
31G(d,p) and MP2/BC6-31G(d,p) is 0.0018 A. However, the BC6-31G(d,p) and B3LYP/BC6-31G(d,p) is 51.8 Chywhen
difference due to a change of basis set at the MP2 level for unscaled frequencies are used. Standard frequency scaling
X—H bond distances in GaHCH;SeH, SiHSeH, SiHGeH;, factors for compounds containing first and second row
CHsGaG, and SiHGaH, and C-X bond distances in CH elements are available in the literatd?é3 The MAD for
Br and CHAsH, are larger than the respective B3LYP scaled frequencies using the standard scale factors are also
values. given in Table 4. Scaling improves the frequencies signifi-
3.2. Frequencies of Molecules Containing Third Row  cantly at all levels of theory and basis sets. After scaling
Elements. Frequencies for the molecules containing third MP2/6-31G(d,p) now has the lowest MAD (24.4 thfrom
row elements at MP2/6-31G(d,p), MP2/BC6-31G(d,p), experiment. For B3LYP/6-31G(d,p) and B3LYP/BC6-31G-
B3LYP/6-31G(d,p), and B3LYP/BC6-31G(d,p) are listed in (d,p) the MAD are lowered to 29.6 and 29.3 kJ miol
Table 3 along with the experimental frequencies where respectively, when frequencies are scaled. The MAD between
available. MAD values for the frequencies are given in Table B3LYP/6-31G(d,p) and B3LYP/BC6-31G(d,p) is 19.5¢cn
4. Atotal of 145 frequencies of compounds containing third while MP2/6-31G(d,p) and MP2/BC6-31G(d,p) is 15.3¢m
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Table 3. Calculated and Experimental Frequencies (in cm~1) for Compounds Containing Third Row Elements?2
MP2 B3LYP
molecules  point group freq /6-31G(d,p)  /BC6-31G(d,p) Ay™m /6-31G(d,p)  /BC6-31G(d,p) Avy™ expt
HBr Cov 21 2759.3 2765.6 —6.3 2622.9 2663.3 —40.4 2558.5°
SeH; Cov V1 1125.1 1162.3 -37.2 1074.5 11315 —57.0 1034.2°¢
V2 2544.3 2595.3 —51.0 2395.5 2449.6 —54.1  2344.5¢
v3 2564.0 2611.8 —47.8 2412.3 2466.2 —53.9 2357.8°
AsH3 Csy 1 980.8 986.7 —-5.9 946.3 968.7 —22.4 906.0¢
va(€) 1079.2 1116.0 —-36.8 1031.1 1071.7 —40.6  1003°
V3 2315.1 2380.0 —64.9 2182.4 2261.6 —79.2 2116.1¢
va(€) 2332.4 2395.0 —62.6 2200.7 2282.3 —81.6 2123.0°¢
GeHg Ta v1(t2) 861.3 851.3 10.0 823.6 820.1 35 819¢
va(€) 965.1 956.3 8.8 928.9 935.3 —6.4 931d
V3 2245.8 2332.0 —86.2 2138.3 2252.0 -113.7 21144
va(t) 2247.4 2340.1 -92.7 2148.7 2273.6 —124.9
GaHs Dsp 21 750.4 730.1 20.3 718.4 711.3 7.1 717.4¢81
vo(€) 792.5 784.3 8.2 762.5 776.5 —14.0 758.7¢9
vs(e) 2033.8 2039.8 —6.0 1966.6 2018.2 —51.6 1923.2¢9
V4 2038.2 2049.9 -11.7 1961.3 2012.2 —50.9
PH.Br Cs V1 412.8 423.9 -11.1 383.0 398.7 -15.7 399.79"
V2 818.7 821.4 -2.7 784.9 794.2 -9.3 794.90"
V3 863.9 869.8 -5.9 819.1 831.1 —-12.0 812.46"
V4 1165.6 1165.8 -0.2 11355 1138.1 -2.6
Vs 2524.0 2522.6 1.4 2389.0 2387.2 18
V6 2537.7 2537.2 0.5 2401.9 2400.9 1.0
SiHBr Cs 2 422.7 432.4 -9.6 394.9 410.1 —15.2 424.31
V2 815.7 820.7 -5.0 774.7 785.3 —10.6 553.6
v3 2164.4 2164.8 -0.4 2039.7 2038.1 1.6 19709
CH3Br Cay 21 639.0 632.0 7.0 588.4 592.8 —4.4 617,/ 611kc
vo(e) 1009.3 1003.9 5.4 968.1 967.6 0.5 974/
V3 1405.2 1394.9 10.3 1345.8 1343.2 2.6 1333/
va(€) 1536.5 1540.4 -3.9 1487.7 1490.5 —2.8 1472
Vs 3177.4 3173.9 35 3097.2 3096.1 11 3082,/ 2972k
ve(€) 3304.2 3302.5 1.7 3211.4 3210.0 1.4 3184
SiH3Br Cav v 441.9 448.1 —6.2 414.9 429.2 —14.3 430¢
va(e) 655.4 668.4 —-13 628.9 643.8 —14.9 633°
V3 991.4 1000.1 -8.7 9445 957.9 -134 930°¢
va(€) 999.0 1001.4 —2.4 954.9 955.2 -0.3 950¢
Vs 2356.2 2360.1 —-3.9 2253.3 2254.7 -14 2200¢
ve(€) 2374.5 2378.1 —3.6 2271.7 2271.8 -0.1 2196¢
CHzSeH Cs V1 212.0 229.3 —-17.3 198.3 181.2 17.1 145/
V2 614.0 606.1 7.9 572.8 571.1 1.7 584/
V3 744.9 764.2 -19.3 715.1 744.3 —29.2 712!
V4 961.1 950.2 10.9 919.5 914.7 4.8 921/
vs 1046.8 1052.0 —5.2 1009.7 1022.8 -13.1 980/
V6 1386.1 1379.2 6.9 1329.8 1329.7 0.1 1288/
V7 1530.0 1536.9 —6.9 1485.1 1490.4 —5.3 1433/
vg 1543.0 1548.0 -5.0 1494.6 1498.5 —3.9 1447
Vg 2535.1 2582.3 —47.2 2378.9 2425.4 —46.5 2330/
V1o 3163.0 3162.5 0.5 3083.6 3082.4 1.2 2955/
Vi1 3277.1 3277.2 -0.1 3182.4 3181.0 1.4 3027
V12 3284.0 3286.7 —2.7 3190.6 3190.6 0.0 3032/
SiHsSeH Cs 2 184.4 175.2 9.2 175.9 102.1 73.8
V2 412.3 420.6 —8.3 386.7 399.8 —13.1
Vs 529.2 554.5 —25.3 507.6 537.4 —29.8
V4 626.4 641.3 —-14.9 598.2 615.0 —16.8
vs 779.1 802.4 -23.3 754.6 784.4 —29.8
ve 972.9 981.9 -9.0 924.4 937.2 -12.8
7 982.0 983.2 —-1.2 939.5 938.2 1.3
Vg 1014.8 1020.1 —5.3 970.9 976.5 —5.6
Vg 2336.4 2337.6 -1.2 2235.1 2235.3 -0.2
V10 2346.3 2347.0 -0.7 22445 2243.6 0.9



Calculations for Third Row Elements J. Chem. Theory Comput., Vol. 4, No. 1, 208

Table 3. (Continued)

MP2 B3LYP
molecules  point group freq /6-31G(d,p) /BC6-31G(d,p) Avy™m /6-31G(d,p) /BC6-31G(d,p) Apy™ exptl
V11 2361.3 2365.0 -3.7 2260.4 2262.6 —-2.2
V12 2527.4 2561.9 —34.5 2378.8 2409.5 —30.7
CH3AsH; Cs 21 206.2 238.4 —32.2 1954 224.1 —28.7
V2 589.7 590.0 -0.3 554.1 555.5 —-1.4
V3 667.2 699.3 —-32.1 651.3 680.6 —29.3
V4 703.5 726.0 —22.5 678.6 701.7 -23.1
Vs 966.8 959.3 7.5 932.3 930.3 2.0
Ve 999.6 1015.4 —15.8 964.8 985.2 —20.4
vy 1057.8 1097.6 —39.8 1009.9 1050.9 —41.0
vg 1356.8 1351.4 5.4 1305.4 1305.9 -0.5
Vg 1530.6 1542.1 —-11.5 1488.4 1497.6 —9.2
V10 1534.9 1544.3 —9.4 1490.2 1498.4 —-8.2
V11 2297.1 2365.1 —68.0 2157.8 2227.9 —70.1
V12 2309.7 2374.2 —64.5 2172.4 2241.9 —69.5
V13 3152.3 3154.0 -1.7 3070.9 3071.2 -0.3
V12 3259.2 3262.0 -2.8 3157.7 3160.3 —2.6
V13 3272.0 3278.0 —6.0 3178.2 3179.4 -1.2
SiHzAsH» Cs 21 162.4 143.9 18.5 135.7 128.6 7.1
V2 376.6 379.7 -3.1 350.0 357.1 -7.1
V3 462.5 500.8 —38.3 4441 485.8 —41.7
V4 481.2 515.3 —34.1 458.9 497.9 -39
Vs 704.6 748.5 —43.9 681.4 732.1 —50.7
Ve 758.9 805.7 —46.8 726.0 778.3 -52.3
vy 950.3 956.1 -5.8 902.7 912.6 -9.9
vg 990.0 992.7 2.7 950.0 951.6 -1.6
Vg 1000.3 1002.2 -1.9 958.4 959.8 —-1.4
V10 1046.4 1084.8 —38.4 996.8 1046.5 —49.7
V11 2298.1 2324.2 —26.1 2173.2 2225.7 —52.5
V12 2312.1 2338.8 —26.7 2187.5 2238.3 —50.8
V13 23225 2341.8 —19.3 2223.6 2240.6 -17.0
V12 2337.6 2368.8 -31.2 2239.1 2250.8 -11.7
V13 2341.3 2376.5 —35.2 2241.1 2261.6 —20.5
CH3GeH3 Cav 21 177.9 193.0 —-15.1 158.3 183.0 —24.7 157¢
va(e) 506.9 496.3 10.6 493.4 490.1 33 506¢
V3 616.0 637.3 -21.3 586.0 613.9 —27.9 602¢m
V4 882.4 872.4 10.0 848.1 845.4 2.7 843¢cm
vs(e) 886.7 876.8 9.9 857.4 857.5 -0.1 848¢
ve(€) 942.0 934.0 8.0 905.1 913.7 —8.6 900¢
vy 1340.7 1332.6 8.1 1297.0 1295.4 1.6  1254¢m
vg(e) 1525.5 1528.4 —-2.9 1484.0 1486.7 —2.7 1428¢
vo(e) 22224 2312.4 -90 2126.0 2244.6 —118.6  2085¢m
V10 2223.9 2317.3 -93.4 2129.3 2259.2 —129.9 2084¢
V11 3147.0 3147.2 —0.2 3063.8 3065.2 —1.4  2938¢cm
v12(€) 3255.7 3257.0 -13 31534 3154.9 —-15 2997¢
SiH3;GeHs Csv 21 122.2 122.3 -0.1 109.2 131.5 —22.3 144"
V2 370.1 356.6 13.5 348.4 340.1 8.3 312,7318™
v3(e) 376.7 369.5 7.2 370.2 371.0 -0.8 371"
va(e) 627.1 619.5 7.6 600.1 602.5 2.4 550"
Vs 825.3 818.1 7.2 794.2 796.2 -2.0 780,7785.2m
ve(e) 926.6 916.0 10.6 889.3 899.1 —9.8 881"
vy 948.9 943.9 5.0 904.6 905.9 -1.3 890,7890.3™
vg(e) 997.6 997.2 0.4 955.5 955.4 0.1 930"
Vg 2218.7 2294.8 -76.1 21245 2221.3 -96.8 2052,"72076.6™
v10(€) 22239 2305.7 —81.8 2134.1 2235.2 —101.1 2069"
V11 2319.3 2319.2 0.1 2222.5 2235.7 —13.2  2151,72163.1"
v1o(€) 2334.0 2334.5 -0.5 2236.9 2254.8 —-17.9  2160"
CHsGaH>» Cs 21 105 36.4 —25.9 37.3 30.2 7.1
V2 430.2 417.5 12.7 418.2 419.2 -1.0

V3 519.2 514.1 5.1 501.8 498.7 3.1
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Table 3. (Continued)
MP2 B3LYP

molecules point group freq /6-31G(d,p) /BC6-31G(d,p) Av™m /6-31G(d,p) /BC6-31G(d,p) Av™m exptl

V4 586.4 597.3 —10.9 560.0 578.9 —18.9

Vs 769.1 758.1 11.0 750.4 748.9 1.5

V6 805.2 792.5 12.7 773.9 781.2 -7.3

7 821.1 806.0 151 800.0 792.4 7.6

Vg 1299.5 1293.8 5.7 1256.1 1254.0 2.1

Vo 1510.7 1510.3 0.4 1470.2 1468.6 1.6

V10 1520.7 1518.9 1.8 1477.0 1475.4 1.6

V11 2004.7 2019.9 —15.2 1933.4 1993.3 —59.9 1892.09

V12 2012.1 2030.1 —18.0 1935.6 1994.3 —58.7 1898.09

V13 3127.6 3123.8 3.8 3039.5 3038.6 0.9

V14 3221.7 3214.6 7.1 3115.0 3111.7 3.3

V15 3253.5 32454 8.1 3148.2 3144.9 3.3
SiHzGaH> Cs 2 6.6 13.0 —6.4 29.5 35.6 —-6.1

V2 336.7 326.1 10.6 318.6 323.9 —5.3

V3 339.8 334.8 5.0 325.9 332.5 —6.6

V4 407.3 394.2 131 379.8 381.0 —-1.2

Vs 573.2 562.7 10.5 5447 549.4 —4.7

V6 618.5 604.9 13.6 591.3 591.5 —-0.2

7 781.7 772.5 9.2 753.0 769.5 —16.5

Vg 933.1 929.5 3.6 884.3 888.8 —4.5

Vg 991.1 990.0 11 947.7 946.1 1.6

V10 999.3 998.7 0.6 956.5 956.1 0.4

Y11 2006.3 2023.9 —17.6 1932.6 1994.8 —62.2

V12 2009.2 2026.2 —-17 1940.7 2001.5 —60.8

V13 2297.2 2293.0 4.2 2198.4 2195.5 2.9

V14 2314.2 2311.0 3.2 2216.5 2215.2 1.3

V15 2321.0 2318.3 2.7 2224.2 2222.9 1.3

a Calculated frequencies are not scaled. ? Reference 32. ¢ Reference 33. ¢ Reference 34. € Reference 35. " Reference 36. 9 Reference 37.
h Reference 38. ' Reference 20. / Reference 39. ¥ Reference 22. ' Reference 27. ™ Reference 40. " Reference 31(b). ™ A represents the difference
between frequencies calculated with the standard 6-31G(d,p) and the BC6-31G(d,p) basis sets.

Table 4. Mean Absolute Deviations for Frequencies (in
Cmfl)a

comparison comparison

(unscaled frequencies)  MAD (scaled frequencies) MAD

experiment vs experiment vs
MP2/6-31G(d,p) 94.2 MP2/6-31G(d,p) 24.4
MP2/BC6-31G(d,p) 105.4 MP2/BC6-31G(d,p) 35.4
B3LYP/6-31G(d,p) 40.1 B3LYP/6-31G(d,p) 29.6
B3LYP/BC6-31G(d,p) 57.8 B3LYP/BC6-31G(d,p) 29.3

MP2/6-31G(d,p) vs MP2/6-31G(d,p) vs
MP2BC/6-31G(d,p) 16.4 MP2BC/6-31G(d,p) 15.3
B3LYP/6-31G(d,p) 58.9 B3LYP/6-31G(d,p) 22.7

B3LYP/BC6-31G(d,p) vs B3LYP/BC6-31G(d,p) vs
B3LYP/6-31G(d,p) 20.3 B3LYP/6-31G(d,p) 195
MP2/BC6-31G(d,p) 51.8 MP2/BC6-31G(d,p) 18.9

2 A total of 73 frequencies were used to calculate the MAD between
experimental and calculated frequencies, and 145 frequencies were
used to calculate the MAD between the calculated frequencies.

It is interesting to note that after scaling the MAD are now
similar for all levels of theory and basis sets.

frequencies and then taking their average. The scale factors
were found to be 0.9408 and 0.9246 at B3LYP/6-31G(d,p)
and B3LYP/BC6-31G(d,p), respectively, and 0.8982 and
0.8926 at MP2/6-31G(d,p) and MP2/BC6-31G(d,p), respec-
tively. These scaling factors indicate that in general frequen-
cies calculated for compounds involving third row elements
tend to be generally higher than those calculated for
compounds containing first and second row elements.

3.3. Thermodynamic Properties for the Isogyric Reac-
tions Involving Third Row Elements. The thermodynamic
properties for reactions 1 and 2 are listed in Table 5.

For all X, X = Ga, Ge, As, Se, and Br, reaction 1 is
exothermic with G3MP2 enthalpies of2.3, —9.2, —29.6,
—46.7, and—56.0 kJ mot?, respectively. From Figure 1, it
is interesting to note that all levels predict that the enthalpy
of reaction becomes more exothermic in going from Ga to
Br. The G3MP2 free energies of reaction for=XGe, As,

Se and Br are exergonic with values-09.2,—29.9,—44.5,
and—54.3 kJ mot?, while for X = Ga the reaction is slightly
endergonic with a G3MP2 free energy of 5.0 kJ moFor

The frequency scaling factors for first and second row X = Ga, Ge, and As, reaction 2 is exothermic with G3MP2
elements are 0.9608 and 0.9370 at B3LYP/6-31G(d,p) andenthalpies of—23.8, —25.3, and—14.2 kJ mot?, respec-

MP2/6-31G(d,p), respectively:12Using the 73 experimental

tively, while for X = Se and Br, reaction 2 is endothermic

frequencies available for compounds containing third row with AH of 13.0 and 43.6 kJ mot, respectively. From
elements scaling factors were calculated by dividing the Figure 2, we see that in this case the enthalpy of reaction
experimental frequencies with the corresponding calculatedbecomes more endothermic in going from Ga to Br for all
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Table 5. Thermodynamic Properties for the Reactions 1 and 2 (in kJ mol™1) at 298.15 K

CH3zGaH; + HCN — CH3CN + GaHsz SiHzGaH; + HCN — SiH3CN + GaHg3
6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d)
level AE AH AG AE AH AG A(AH)? AE AH AG AE AH AG A(AH)?
HF -220 -255 -186 —115 —-147 -83 —10.8 —29.0 -364 —295 -244 -316 -246 —48
MP2(P)® -41 68 —09 02 -23 27 —45 -226 -284 -—215 -224 -256 -284 —2.8
B3LYP(P)® -145 -179 -11.8 -81 -87 -111 -92 -179 -243 -189 -161 -223 -175 -20
G3MP2 -08 -23 5.0 -223 -238 -19.3
CHgGeH3 + HCN — CH3CN + GeH4 SngGeHg + HCN — SiHsCN + GeH4
6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d)
level AE AH AG AE AH  AG A(AHE  AE AH AG AE AH AG  A(AH)?
HF —243 -—274 278 —5.3 —8.7 -93 -187 -—-31.1 -365 -364 -—147 -19.7 -196 -—16.8
MP2(P)b -11.1 -134 -141 1.4 —-0.4 —-13 —-13.0 -—-246 —-285 -—-286 -—16.7 -—19.7 -—19.7 —8.8
B3LYP(P)» —22.2 -256 —256 —10.2 -13.0 —-135 —126 —21.6 -—-264 —26.0 —-141 -180 —17.7 —8.4
G3MP2 —8.6 —-9.2 —-9.2 —244 —-253 275
CH3AsH; + HCN — CH3CN + AsH3 SiHzAsH; + HCN — SiH3CN + AsH3
6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d)
level AE AH AG AE AH AG A(AH)? AE AH AG AE AH AG A(AH)?
HF —412 —-454 —-46.0 -—-255 —30.3 —31.3 —15.1 —-194 —249 -256 120 5.2 4.3 —30.1
HF(P)? —40.6 —446 —452 —-30.8 —34.7 357 -9.9 —37.7 —248 —-254 37 —-18 -—-24 —23.0
MP2 —298 —332 340 -159 -199 -—-211 —13.3 -9.7 —-140 -149 19.2 13.7 12.5 —27.7
MP2(P)P —-29.2 -323 -—-33.0 —-20.0 —-23.0 —242 -93 -11.8 -158 -—16.7 10.0 5.8 49 216
B3LYP —41.8 —-457 —-46.1 —-27.0 —-314 322 —14.3 —-143 —19.2 —-193 141 7.9 7.3 —-27.1
B3LYP(P)? —39.1 —43.2 —43.6 —-30.0 -—33.8 —346 —9.4 -123 -173 -173 8.3 3.1 2.7 —20.4
G3MP2 —29.6 —296 —29.9 -14.1 -142 -173
CH3SeH + HCN — CH3CN + SeH SiH3SeH + HCN — SiH3CN + SeH;
6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d)
level AE AH AG AE AH AG A(AH)? AE AH AG AE AH AG A(AH)?
HF -509 566 545 —415 —473 -454 -93 159 88 101 469 392 403 -30.4
HF(P)b —-535 —-59.0 -56.9 —49.1 542 523 —4.8 12.9 6.0 73 371 304 316 —24.4
MP2 —39.8 —445 427 —-33.1 -—-37.7 —36.0 —6.8 227 168 17.7 50.7 442 450 —27.4
MP2(P)P —429 —473 —454 399 439 422 —-3.4 178 122 131 404 349 359 —22.7
B3LYP —49.4 —-546 —524 —-406 —455 433 -9.1 15.6 91 105 434 36.7 382 —27.6
B3LYP(P)? —496 —-55.0 —52.7 —456 —50.5 —47.9 —4.5 14.9 8.3 98 36.3 302 327 —-21.9
G3MP2 —47.1 —46.7 —445 123 13.0 117
CH3Br + HCN — CH3CN + HBr SiH3Br + HCN — SiH3CN + HBre
6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d)
level AE AH AG AE AH AG A(AH)2 AE AH AG AE AH AG A(AH)?
HF —49.3 554 —53.6 —452 514 —496 —-4.0 58.2 50.1 506 820 735 739 —23.4
HF(P)b —-56.2 —62.0 —-60.1 —55.6 —-61.2 —59.3 -0.8 51.0 433 439 710 632 636 —-19.9
MP2 —42.4  —47.3 —458 —41.0 —458 —443 -1.5 58.4 51.8 519 796 726 726 —20.8
MP2(P)b —50.5 —55.1 —535 —-510 554 538 0.3 495 431 43.3 68.7 62.1 62.2 —19.0
B3LYP —48.8 —54.1 —52.2 —445 —-499 480 —4.2 50.7 43.6 441 721 646 649 —21.0
B3LYP(P)? —52.9 —58.1 —-56.2 —522 572 553 -0.9 46.2 39.3 39.8 638 56.8 572 -17.5
G3MP2 —56.9 —56.0 -543 571 -56.1 545 0.1 420 436 43.8 404 420 421 1.6
exptl —63.2¢ 29.64

a A(AH) represents the difference between enthalpies of reaction calculated with the standard 6-31G and the BC6-31G basis sets. ? Represents
6-31G(d,p) basis set. ¢ The value is calculated from experimental AH; of CH3Br, HCN, CH3CN, and HBr given in Table 9. ? The value is calculated
from experimental AH; of SiH3Br, HCN, SiH3CN, and HBr given in Table 9. € The thermodynamic properties are taken from ref 7.

levels of theory. Similarly, the free energies are exergonic For the reactions with CiBr and SiHBr, the G3MP2

for X = Ga, Ge, and As, with values 6f19.3,—27.5, and enthalpies and free energies are calculated using both
—17.3 kJ mot?, respectively, and endergonic for X Se the standard 6-31G(d) and BC6-31G(d) basis sets. The
and Br, with values of 11.7 and 43.8 kJ mbhat G3MP2. G3MP2 energies calculated using the standard 6-31G(d)
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Figure 1. Enthalpies of reaction 1 calculated at different levels of theory with the standard 6-31G(d,p) basis set.
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Figure 2. Enthalpies of reaction 2 calculated at different levels of theory with the standard 6-31G(d,p) basis set.

and the BC6-31G(d) basis set differ by only 0.2 kJ mol Figures 3 (reaction 1) and 4 (reaction 2) represent the
for the reaction with CkBr and 1.6 kJ mol* with SiH;Br differences between the G3MP2 enthalpies from the enthal-
(Table 5). Experimental enthalpies of reaction estimated from pies calculated at the MP2 and B3LYP levels of theory using
the heats of formation of the individual species (Table 9, to both the standard 6-31G(d,p) and BC6-31G(d,p) basis sets.
be discussed) are only available for the reaction withe-CH From Figure 3, it is clear that when 3 Br, the error in the

Br and SiHBr. The G3MP2 enthalpies for both these two enthalpies calculated at the MP2 and B3LYP levels of theory
reactions agree reasonably well with experiment deviating is small for both the basis sets. This is similar to our previous
by 7 kJ mot? and 14 kJ mol?, respectively. Although in  investigation on the bromination of alkerfeslowever, the
some reactions addition of p-polarization functions to errors in enthalpies calculated at B3LYP/6-31G(d,p) are
hydrogen gives better thermodynamic values, overall polar- slightly larger for X= Ga, Ge, As, and Se. For all X in
ization functions have little effect on the thermodynamics. reaction 2, the enthalpies of reaction calculated at both the
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Figure 3. Difference between enthalpies of reaction 1 calculated at the MP2 and B3LYP levels of theory with G3MP2.
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Figure 4. Difference between enthalpies of reaction 2 calculated at the MP2 and B3LYP levels of theory with G3MP2.

MP2 and B3LYP levels of theory using the standard 6-31G- 6-31G, it is found to be exothermic in agreement with the
(d,p) basis set are in excellent agreement with the G3MP2 G3MP2 level of theory (Table 5).

enthalpies (all within 5 kJ mot), while the BC6-31G(d) Both reactions 1 and 2 involved HCN as one of the
basis set performs especially poorly for=X Ge, As, Se, reactants. To see the effect of second row elements on
and Br. It is important to mention here that for the reaction reaction thermodynamics, two more reactions, reaction 3
of HCN with SiH;AsH, the enthalpy calculated by the BC6- (CHsBr + HCI — CH3Cl + HBr) and reaction 4 (SikBr +

31G basis set is found to be endothermic, while with standard HClI — SiH;Cl + HBr) are considered. The thermodynamic



96 J. Chem. Theory Comput., Vol. 4, No. 1, 2008 Islam et al.

Table 6. Thermodynamic Properties for the Reactions 3 and 4 (in kJ mol=1) at 298.15 K

CH3Br + HClI — CH3CI + HBr SiH3Br + HCIl — SiH3Cl + HBr
6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d)

level AE AH AG AE AH AG A(AH)2 AE AH AG AE AH AG A(AH)?
HF 1.0 0.5 —2.4 5.1 4.5 1.7 —-4.0 —5.4 —6.7 —6.8 18.4 16.7 16.5 —23.4
HF(P)? 6.0 5.4 2.6 6.6 6.2 3.4 -0.8 —-1.2 —2.4 —2.4 18.7 17.5 17.4 —19.9
MP2 25 2.1 -0.7 3.9 3.6 0.8 -15 -1.7 —-2.9 —-2.9 195 17.9 17.8 —20.8
MP2(P)b 8.9 8.4 5.6 8.4 8.1 5.3 0.3 4.0 29 29 23.2 21.8 21.8 —18.9
B3LYP 2.3 1.9 -0.9 6.6 6.2 3.3 —4.3 —5.2 —6.1 —-6.1 16.2 14.9 14.7 —21.0
B3LYP(P)? 7.0 6.5 3.7 7.7 7.4 4.7 -0.9 —-1.3 —-2.3 —-2.3 16.3 15.2 15.1 —-17.5
G3MP2 11.3 111 8.3 11.2 11.0 8.2 0.1 —2.4 2.7 2.7 —-4.0 —4.3 —-1.7 -1.6
exptl 6.5°¢ -7.77

a A(AH) represents the difference between enthalpies of reaction calculated with the standard 6-31G and the BC6-31G basis sets. ? Represents
6-31G(d,p) basis set. ¢ The value is calculated from the experimental AH; of CH3Br, HCI, CH3Cl, and HBr given in Table 9. ¢ The value is
calculated from the experimental AH; of SiH3Br, HCI, SiH3Cl, and HBr given in Table 9.

12

10

AH / kJ mol!
[+2]

HF/6-31G(d) HF/6-31G(d,p) MP2/6-31G(d) MP2/6-31G(d,p)  B3LYP/6-31G(d)  B3LYP/6-31G(d,p) G3MP2

B Br standard 6-31G @ Br BC6-31G
Figure 5. Enthalpy of reaction for CH3Br + HCI — CH3Cl + HBr calculated at different levels of theory and basis sets.

properties for reactions 3 and 4 are listed in Table 6, and reaction 4, the differences between the enthalpies of reaction
the plots of reaction enthalpies vs theory/basis set are givencalculated with the standard 6-31G and the BC6-31G basis
in Figure 5 for reaction 3 and Figure 6 for reaction 4. GBMP2 set are large, ranging from 17.5 to 23.4 kJ molThe
enthalpies calculated with the standard 6-31G(d) basis setreaction enthalpies calculated with the standard 6-31G basis
are in excellent agreement with the G3MP2 enthalpies set are found to be exothermic (except for MP2/6-31G(d,p)),
calculated with the BC6-31G(d) basis set, differing by only while the reaction enthalpies obtained by BC6-31G are
0.1 kJ mot* for reaction 3 and 1.6 kJ mdl for reaction 4. endothermic for all levels of theory and basis sets investigated
The G3MP2 enthalpies were also found to agree well with (Table 6 and Figure 6). In this case, the enthalpies calculated
experiment differing by no more than 5 kJ mbl The with the BC6-31G basis set are in poor agreement with both
G3MP2 enthalpies calculated with both the standard 6-31G-the G3MP2 and the experimental values. Therefore, the
(d) and BC6-31G(d) basis set are found to be endothermicchoice of basis set is extremely important for reactions
for reaction 3 and exothermic for reaction 4. For reaction 3, involving both second and third row elements.

the HF, MP2, and B3LYP enthalpies calculated using the For reactions 2 and 4, both involving Si, the standard
standard 6-31G and the BC6-31G basis set are in excellent6-31G basis set predicts better reaction enthalpies and free
agreement, differing by no more than 4.3 kJ moln this energies than the BC6-31G basis set. It would be interesting
case, all enthalpies of reaction are in good agreement withto see if the same result is found for other second row
both the G3MP2 and experimental values. However, for elements. Therefore, thermodynamic properties for reaction
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Figure 6. Enthalpy of reaction for SiHzBr + HCI — SiH3;CIl + HBr calculated at different levels of theory and basis sets.

Table 7. Thermodynamic Properties for the Reaction 5 (in significantly affected by the change of basis set, ranging from
kJ mol~?) at 298.15 K 2.6 to 13.5 kJ moi* for the standard 6-31G basis set and
6-31G(d) BC6-31G(d) 1.8 to 5.8 kJ mol?* for the BC6-31G basis set. The MAD
level AE AH AG AE AH AG AQH)E are slightly higher at B3LYP/6-31G(d,p) and.HF/6—31G(c.1).
On the other hand, the MAD for the reaction enthalpies
HF , 188 114 128 344 268 280 154 involving first, second, and third row elements (reactions 2
HF(P) 11.9 49 63 237 167 180 118 and 5) are significantly larger for the BC6-31G basis set at
MP2 . 15090 100 294 231 240 -—141 all levels of theory investigated, ranging from 10.1 to 18.4
Z:LZ\E? ls'i 18'3 12'2 ;g'g ;gg ;Z'g :Ez kJ molt. The MAD for the standard 6-31G basis set range
b ' ' ' ' ' ' ’ from only 2.3 to 8.5 kJ mott depending on the level of
B3LYP(P)» 129 65 79 221 158 171  -9.3 v )
G3MP2 A5 56 68 theory. Therefore, although the Binning-Curtiss and standard

. , . basis sets perform almost identically for reactions involving
2 A(AH) represents the difference between enthalpies of reaction . . .
calculated with the standard 6-31G and the BC6-31G basis sets. Only first and third row elements, the standard basis set
b Represents the 6-31G(d,p) basis set. performs much better for reactions involving first, second,
and third row elements. These results indicate that the BC6-
5, PHBr + HCN — PH,CN + HBr, are calculated using  31G basis set for third row elements is improperly balanced
both the standard 6-31G and the BC6-31G basis sets, andelative to the standard 6-31G basis set used for first and
the values are given in Table 7. The plot of reaction second row elements. The imbalance would result in basis
enthalpies vs level of theory/basis set is shown in Figure 7. set superposition error and basis set incompleteness error.
Differences in enthalpies calculated with the standard 6-31G The extra basis functions (3d) for the standard basis set are
and the BC6-31G basis sets range from 9.3 to 15.4 kJ'mol evidently playing a significant role, especially when bonding
depending on the level of theory. Like reaction 4, $B8H between second and third row elements is present.
the reaction enthalpies and free energies calculated with the 3.4. Exploring Heats of Formation (AH;). No experi-
standard 6-31G basis set is in better agreement with G3MP2mental or theoretical heats of formatioAH;) have been
values (Table 7 and Figure 7). reported for CHSeH, SiHSeH, CHAsH,, SiH;AsH,, CHs-
Mean Absolute Deviations (MAD) of the Reaction Gehs, and SiHGeHs. In this study, the enthalpies for
Enthalpies. The mean absolute deviations for the reaction reactions 1 and 2 for all X, X= Ga, Ge, As, Se, and Br,
enthalpies involving first and third row elements, reaction have been obtained. TheH; values obtained in this study
1, and for reactions involving first, second, and third row are given in Table 9. From the G3MP2 enthalpies of reaction
elements, reactions 2 and 5, are calculated at different levelsand the most recent and reliable experimental heats of
of theory and basis sets from G3MP2 enthalpies, and theformation for CHCN, SiH:CN, SeH, AsH; GeH,, HCN,
values are given in Table 8. The MAD for enthalpies of AH;for CHsSeH, SiHSeH, CHAsH,, SiHsAsH,, CH:;GeH;,
reactions involving first and third row elements are not and SiHGeH; are calculated to be 18.3, 18.0, 38.4, 82.4,
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Figure 7. Enthalpy of reaction for PH,Br + HCN — PH,CN + HBr calculated at different levels of theory and basis sets.

Table 8. Mean Absolute Deviations for the Enthalpies of
Reaction Involving First and Third Row Elements, Reaction

Table 9. Heats of Formation (AH;) (in kJ mol~1) at 298.15
Ka

1, and First, Second, and Third Row Elements, Reactions present
2 and 5 (in kJ mol?) molecules  experiment present work  molecules work?
reaction 1 reactions 2 and 5 CH3Br —38.0 +1.3> —37.8,7 —38.7°7 CH3SeH 18.3
theory 6-31G(d) BC6-31G(d) 6-31G(d) BC6-31G(d) HCN 131.67¢ 131.8,7131.9° SiHsSeH  18.0
HE 1 18.4 CH3CN 74.04 + 0.377 73.9"7 CH3zAsH, 38.4
35 338 85 8. HBr —36.2¢ef —36.4," —36.5,° SiH3AsH» 82.4
HF(P)b 6.7 3.6 3.1 10.1 —35.5P —31.49
mg; - i'z 2'2 2'6 12'6 SiHBr  —78.249 ~78.0,°-83.09 CHsGeHs  41.9
. LéP) p > 2'6 14'? SiHCN  133.5" 130.1° SiHeGeHs 117.4
3 b 5. 8 3 ! SeH, 29.2 4+ 0.8
B3LYP(P) 11.2 3.9 2.4 11.1 AsHs 66.4 + 1k
aMAD is calculated from G3MP2 enthalpies. ? Represents the GeH, 90.3 4 2im
6-31G(d,p) basis set. CHsCl _83.689 _83.01°
. . HCI —92.319 —93.0,, —97.19
41.9, and 117.4 kJ mol, respectively. Heats of formation SiH-Cl 141 849 13719
3 - . - .

were also calculated for HCN, GBN, SiH;CN, HBr, CH;-

Br, SiHsBr, CHsCl, HCI and SiHCI, for which reliableAHs
values are available for comparison. ThAé&l; for CH3Br,
HCN, CH,CN, and HBr are calculated using the G3MP2
enthalpy of reaction for C§Br + HCN — CH;CN + HBr
(AH=-56.0 kJ mot! at G3MP2) and the most recent
experimental heats of formation for GBr, HCN, CHCN,
and HBr (given in Table 9). The resultifyH; values are
—37.8, 131.8, 73.9, ane-36.4 kJ mol?, respectively, all
values being in excellent agreement with experiment. Simi-
larly, heats of formation for HCN, SiBr, SiH;CN, and HBr
are calculated using the enthalpy of reaction for 3BiH+-
HCN — SiHsCN + HBr (43.6 kJ mol* at G3MP2), along
with experimental heats of formation for HCN, SBt, HBr,
and SiHCN. TheAHs values are again in excellent agree-
ment with experiment. Heats of formation of ¢Bt, HBr,
SiHzBr, CHsCl, HCI, and SiHCI are also calculated using
the enthalpy of reaction 3, GBr + HCI — CHsCl + HBr
(11.1 kJ mot?! at GAMP2), and reaction 4, SiBr + HCI

2 See text for explanation. ? Reference 41, ¢ Reference 42. 9 Ref-
erence 43. € Reference 44. fReference 45. 9 Reference 46. " Refer-
ence 7 (obtained from experimental heats of formation and calculated
heat of reaction). ' Reference 47./Reference 48. kK Reference 49.
'Reference 50. ™ Reference 51. " Calculated using the enthalpy of
reaction for CHzBr + HCN — CH3CN + HBr and experimental AHx
values for CHsBr, HCN, CH3CN, and HBr. ¢ Calculated using the
enthalpy of reaction for SiH3Br + HCN — SiH3CN + HBr and
experimental AH; values for SiHzBr, HCN, HBr, and SiH3CN. P Cal-
culated using the enthalpy of reaction for CH3Br + HClI — CH3CI +
HBr and experimental AH: values for CH3Br, HCI, CH3Cl, and HBr.
9 Calculated using the enthalpy of reaction for SiH3Br + HCl — SiH3Cl
+ HBr and experimental AH; values for SiH3Br, HCI, SiH3Cl, and HBr.

— SiHsCl + HBr (—2.7 kJ mol! at G3MP2) and by using
the experimental heats of formation of git, HCI, CH:Cl,

HBr, SiHsBr, and SiHCIl. The AH; values obtained by
reaction 3 is in excellent agreement with experiment, while
the values obtained by using reaction 4 is also in reasonable
agreement with experiment differing by no more than 4.8
kJ mol* from experiment. Therefore, these results provide
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further evidence that the G3MP2 enthalpies are very reliable (2) Binning, Jr., R. C.; Curtiss, L. AJ. Comput. Chenml99Q

for the reactions studied and proved to be useful in predicting 11, 1206.
the performance of the standard 6-31G and BC6-31G basis (3) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G.
sets. E.; Robb, M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.;

Vreven, T.; Kudin, K. N.; Burant, J. C.; Millam, J. M.;
lyengar, S. S.; Tomasi, J.; Barone, V.; Mennucci, B.; Cossi,

4, nclusion
Conclusions M.; Scalmani, G.; Rega, N.; Petersson, G. A.; Nakatsuji, H.;

Computations were carried out in order to compare the Hada, M.: Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa,
standard and BC6-31G basis sets for thermodynamic proper- J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai,
ties, geometries, and frequencies. The performance of the H.; Klene, M.; Li, X.; Knox, J. E.; Hratchian, H. P.; Cross,
standard 6-31G basis set compared to the BC6-31G basis J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.;
set for a series of isogyric reactions containing third row Stratmann, R. E.; Yazyev, O.; Austin, A. J.; Cammi, R.;
elements, Ga, Ge, As, Se, and Br, was evaluated using Pomelli, C.; Ochterski, J. W.; Ayala, P. Y.; Morokuma, K.;

Voth, G. A.; Salvador, P.; Dannenberg, J. J.; Zakrzewski,
V. G.; Dapprich, S.; Daniels, A. D.; Strain, M. C.; Farkas,
O.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K;
Foresman, J. B.; Ortiz, J. V.; Cui, Q.; Baboul, A. G.; Clifford,

G3MP2 theory. A comparison of the thermodynamic proper-
ties calculated with the standard 6-31G and the BC6-31G
basis set with the G3MP2 energies revealed that for

compounds with first row elements and .third row eIemen_ts, S.: Cioslowski, J.: Stefanov, B. B.: Liu, G.: Liashenko, A.:
both basis sets perform equally well, while compounds with Piskorz, P.: Komaromi, I.; Martin, R. L.: Fox, D. J.: Keith,
second and third row elements or with first, second, and third T.. Al-Laham, M. A.; Peng, C. Y., Nanayakkara, A.:
row, elements, the standard 6-31G basis set showed the best Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.;
performance. Optimized geometries were also tabulated and Wong, M. W.; Gonzalez, C.; Pople, J. &aussian 03,
compared for the standard 6-31G(d,p) and BC6-31G(d,p) Revision B.05 Gaussian, Inc.: Wallingford, CT, 2004.
basis sets. Geometric parameters calculated with both the (4) schmidt, M. W.; Baldridge, K. K.; Boatz, J. A.; Elbert, S.
basis sets were found to agree well with experiment, with T.; Gordon, M. S.; Jensen, J. J.; Koseki, S.; Matsunaga, N.;
errors similar to those found for compounds containing first Nguyen, K. A;; Su, S.; Windus, T. L.; Dupuis, M.;
and second row elements. Frequencies were also compared Montgomery, J. AJ. Comput. Cheni993 14, 1347-1363.
to experiment, and the unscaled B3LYP/6-31G(d,p) frequen- GAMESS Version= Feb 22, 2006 (R5) from lowa State

cies were found to be in better agreement with experiment University.

(Table 4). MP2/6-31G(d,p) were also found to predict better ~ (5) Rassolov, V. A.; Ratner, M. A.; Pople, J. A;; Redfern, P.
frequencies than MP2/BC6-31G(d,p). Scaling the frequencies C.; Curtiss, L. A.J. Comput. Chen2001, 22, 976-984.

with standard scale factors lowers the MAD for all levels  (6) curtiss, L. A.; Raghavachari, K.; Redfern, P. C.; Rassolov,
and basis sets studied suggesting that the standard scale  V.; Pople, J. AJ. Chem. Phys1998 109, 7764-7776.
factors for first and second row elements may also be used (7) Islam, S. M.; Hollett, J. W.; Poirier, R. Al Phys. Chem. A
for third row elements. Calculations using the G3MP2 theory 2007 111, 526-540.

proved useful in determining the accuracy of_ the I_evelslof (8) Islam. S. M.: Poirier, R. AJ. Phys. Chem. An press.
theory and basis sets. When studying reactions involving

heavy atoms, the choice of the basis set is crucial. As (9) Curtiss, L. A; Redfern, P. C.; Raghavachari, K.; Rassolov,
illustrated in this study, enthalpies of reaction can vary up V.; Pople, J. A.J. Chem. Phys1999 110, 4703-4709.

to 30.4 kJ mot! at the B3LYP and MP2 levels of theory  (10) Baboul, A. G.; Curtiss, L. A.; Redfern, P. C.; Raghavachari,

which in several cases may lead to predicting a reaction is K. J. Chem. Physl1999 110, 7650-7657.

er_ldothermic when it is actually exothermic and vice Versa. (11) Curtiss, L.Computational Thermochemistry on the Web
Since the standard 6-31G basis set performs very well with http://chemistry.anl.gov/compmat/comptherm.htm (accessed
all the reactions, we recommend that the standard 6-31G Sept 24, 2007).

basis set be used for calculations involving third TOW " (12) National Institute of Standards and Technoldgprational
elements. It has also been shown that reaction enthalpies Frequency Scaling Factors on the Waltp://srdata.nist.gov/

calculated at G3MP2, along with existing experimental data, cccbdb/vsf.asp (accessed Sept 24, 2007).
can be used to calculate reliable heats of formation. (13) Scott, A. P.; Radom, LI. Phys. Cherm996 100, 16502
16513.
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Abstract: The fragrance terpene geraniol autoxidizes upon air exposure and forms a mixture
of oxidation products, some of which are skin sensitizers. Reactions of geraniol with O, have
been studied with DFT (B3LYP) and the computational results compared to experimentally
observed product ratios. The oxidation is initiated by hydrogen abstraction, forming an allylic
radical which combines with an O, molecule to yield an intermediate peroxyl radical. In the
subsequent step, geraniol differs from previously studied cases, in which the radical chain reaction
is propagated through intermolecular hydrogen abstraction. The hydroxy-substituted allylic peroxyl
radical prefers an intramolecular rearrangement, producing observable aldehydes and the
hydroperoxyl radical, which in turn can propagate the radical reaction. Secondary oxidation
products like epoxides and formates were also considered, and plausible reaction pathways for
formation are proposed.

Introduction compounds upon air exposure, it has been shown how some

Contact allergy, caused by skin-penetrating compounds ablecommon fragrance terpenes form allergenic hydroperoxides

to react with macromolecules in the skin to form antigens, and secondary oxidation products upon exposure to air. The

is one of the most common health problems in the industrial- oxidation products were isolated and identified, and their

ized world. In Western Europe, an estimated-18% of allergenic effects were determined experimentilfy.

the normal population suffers from contact allergies that upon  In the mechanism for autoxidation of the unsaturated

prolonged or repeated contact with the offending agent resultterpene linalool 1, Figure 1), oxidation was found to occur

in allergic contact dermatitis. Fragrance compounds com- by abstraction of an allylic hydrogen, followed by combina-

monly cause contact allergies. Fragrances are ubiquitous intion with O, and radical chain propagation to yield allylic

our environment, and not only cosmetics and toiletries hydroperoxides as primary oxidation produtts.

contain fragrance materials but almost all household and A recent study investigated the bimolecular reaction

occupational products are scented. The allergens are nobetween an alkene and triplet oxygen, requiring a spin-state

always the fragrance compounds themselves, but ratherchange to reach the singlet produttdowever, in general,

degradation products formed upon prolonged storage inthe formation of hydroperoxides via autoxidation is beliéved

contact with air, for example, in scented products. to proceed through a radical chain process according to the
As part of a long-term project of identifying compounds following steps:

that are not allergenic themselves but can form allergenic

Initiation: RH— R- (step 1)
* Corresponding author e-mail: pon@chem.gu.se. Propagation: R+ O,— ROCO (step 2a)
T Department of Chemistry, Physical Chemistry. , ,
* Department of Chemistry, Dermatochemistry and Skin Allergy. ROO + R'H—ROOH+R (step 2b)
§ Department of Chemistry, Organic Chemistry. Termination 2R — nonradical products (step 3)

10.1021/ct7001495 CCC: $40.75 © 2008 American Chemical Society
Published on Web 11/03/2007
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Figure 1. Linalool (1) and two hydroperoxides identified after
air oxidation. Figure 3. lllustration of five radicals that can be formed by

hydrogen abstraction from geraniol. Enthalpy changes (in kcal
NNoH x-CHO mol~1) for forming the various radicals are given relative to
| 2
1 \ from radicalD were still observedg and7, Figure 2). The
three other radical®, C, andE, are even higher in energy,

o]
\CHO ° radical A.
| | |
3 4 5
\ o] and indeed no oxidation products derived from any of these
X-"0oH X-"0H iAOJ\H could be identified. The formation of products fromd is
N 6 —_ X 7 8

o)

OH
=
X
OOH

H

RadicalD is less stable thaf, but some products derived

analogous to the previously investigated oxidation of linalool

(2)*° and will not be further discussed here. Instead, we

will concentrate on the possible further reactions of radical
Figure 2. Geraniol (2) with identified air oxidation products. A.

In this work, we report our theoretical investigation of the
o ] mechanism of oxidation of gerani@)( In the current work,
Here 2R- can be any combination of the radicals formed. \ye focus upon the primary oxidation, which follows a radical

We n_ote that no step in the c_h_am process requires a C_hang%hain process, forming the primary oxidation products in the
of spin. The exothermic addition of oxygen to the radical, nresence of triplet oxygen. Secondary oxidation products are

step 2a, is believed to occur without any barrier on the then formed in closed-shell processes for which there are
potential energy surface (i.e., it is diffusion-controlledle ample precedents in the literature.

infra); hence, the rate and selectivity determining step of
the propagation is the hydrogen atom abstraction, step 2b
Geraniol @, trans-3,7-dimethyl-2,6-octadiene-1-ol), an
isomer ofl, is an important fragrance terpene, widely use
because of its fresh flowery odor. A recent investigatioh
the air oxidation of geraniol Figure 2) revealed that the
reaction is substantially more complex than that,dbrming
a mixture of products that include hydrogen peroxide, the
aldehydes geraniaB) and neral 4), and epoxygeraniob],
in addition to a hydroperoxides) related to those found in
the linalool study, and its secondary degradation product,
the allylic alcohol7. Furthermore, the presence of geranyl
formate @) in the oxidation mixture must be rationalized
by a postoxidation bimolecular transformation, since the
additional carbon in the formate moiety has to come from
another, degraded geraniol molecule. Studies of the skin-Results and Discussion
sensitizing potency according to the local lymph node assayIn the investigation of the formation and further reactions
in mice showed that air-exposed geraniol as well as severalof radical A (Figure 3), we have chosen to use a smaller
of the isolated oxidation products have a sensitizing potency and less flexible molecule, 3-methyl-2-buten-1-9|Figure
significantly higher than that of pure geraniol, demonstrating 4), as the model for geranioR). This model includes all
the need for an increased understanding of the oxidation ofthe features o necessary for reproducing the stability of
fragrance terpenés. A, that is, the trisubstituted alkene and the allylic hydroxy
In an earlier investigation of geraniol, it could be con- functionality, but excludes the conformationally flexible
cluded that the most easily abstracted allylic hydrogen is the isoprenoid moiety that is expected to stay constant in all
onea to the hydroxyl, leading to the preferential formation investigated reactions. Depending on the conformation of
of radical A (Figure 3)7 the alcohol in the hydrogen abstraction step, two radicals

‘Computational Methods

d All calculations were performed using unrestricted density
functional theory (DFT) with the B3LYP functiorfalas
implemented in Gaussian 3Ve utilized two different basis
sets, optimizing all structures first with 6-31G(d,p), and then
using the larger 6-3HG(2d,p) basis set. Harmonic vibra-
tional frequencies were obtained for all structures (and both
basis sets) in order to ensure the nature of the stationary
points (saddle point or minimum), and also to estimate the
thermodynamic contribution to the enthalpy and free energy
at T = 298 K. Energies are reported as enthalpies at 0 K
and at 298 K, and free energies at 298 K.
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Figure 4. Propagation steps using the geraniol model 9.

Figure 5. B3LYP/6-311+G(2d,p) TS for direct interconversion
between 11a and 12.

I [
¥ NS &

N/
)\VCHO + °OOH

Figure 6. Alternative fragmentation paths for peroxyl radicals
11b and 12.

can be formed10aand10b (Figure 4). For steric reasons,
we expect the trans formiOa to dominate, but both forms,
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Table 1. Calculated Standard Enthalpy Changes and
Standard Gibbs Free Energy Changes in kcal mol~* for the
Reactions in Figure 4

6-31G(d,p)
AHo® AHae® AGos® AHy® AHaos® AGogs®
R+ + O, — ROO:- (step 2a)

6-311+G(2d,p)

10a + O, — 11a —16 —14 -2 —12 —-13 0
10a+ 0, — 12 —-21 —18 -7 —-16 —17 -5
10b + O,— 11b -23 -20 -7 -16 -17 —4
10b+ 0, — 12 —-22 -20 -8 -17 -18 -7
ROO- + RH — ROOH + R- (step 2b)
1lla— 13a -2 -3 -3 —4 -3 —4
12—14 -2 -3 —4 -5 —4 )
11b— 13b 0 0 -1 -2 -1 -3
ROOH — aldehyde + H,0,
13a— 15 + H,0; 5 3 -10 -1 0 -13
14 — 15 + H,0, 10 8 —4 4 5 -7
13b — 15 + H,0; 9 6 -8 0 1 -13

Table 2. Calculated Activation Energies, in kcal mol—!

6-31G(d,p) 6-311+G(2d,p)

TS AHOO AHZQSO AGZQSO AHOo AHZQBO AGZQSO
11b — 16 6 5 6 6 6 7
12—15 3 3 3 4 4 4
11la—12 10 10 10 9 9 9
11b—12 17 17 15 15 15 16

No transition states (TSs) could be found for the first
propagation step, the combination of radicha and 10b
with O,. To verify that the addition is indeed barrier-less,
we performed a geometry optimization starting with an O
molecule positioned perpendicular to theface of radical
10a, with the closest oxygencarbon distance set to 3 A. In
this optimization, the trust radius was strongly reduced, to
0.05 b, to ensure that the optimization sequence did not
accidentally skip over a low barrier. Each step of the
optimization was inspected, verifying that the steps were
small and the energy decrease monotonous. The optimization
proceeded as expected, and yielded structixeshowing
that the addition can occur without an energy barrier.

The addition product$1 and12 can potentially equilibrate
by reverting to free @and allylic radicalsl0. However, a
direct [2,3] shift is also possible and was found to have an
activation energy lower than that required for the dissociation
of O,. The transition state for direct conversion betwé&én
and 12 is depicted in Figure 5. As can be seen, the TS is
very symmetric, with forming and breaking=«® bonds of
almost equal length. Interestingly enough, the TS structure
is also very similar to one of the intermediate points in the
slow optimization used to verify the barrier-less nature of
the G addition, indicating that it is also a potential branching
point for the Q addition reaction.

In the last propagation step, peroxyl radichl$l 2 abstract
a hydrogen from another species in solution, forming a new
radical and the hydroperoxy specik3and14. Each of these

and their potential interconversion pathways, have beenare expected to be in equilibrium with aldehyd® and

included in the study.

hydrogen peroxide, which has also been detected in the
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Figure 7. Free energy surface for the fragmentations depicted in Figure 6.

autoxidation sample. The calculated reaction energies and
barriers for these steps are shown in Tables 1 and 2,
respectively.

Analyzing first the effect of the two different basis sets,
we can see that there are numerical differences, but that the
qualitative picture is the same in both cases. Moreover, the
change follows the expected trend. The basis superposition
error (BSSE), which can be significant with smaller basis
sets, will favor association, since a more compact arrange- Figure 8. B3LYP/6-311+G(2d,p) TS for fragmentation of 12
ment of atoms allows the virtual orbitals from one fragment g 15
to fill out deficiencies in the orbital description of the
neighboring fragment. Thus, with the larger basis set, the eliminate a hydroperoxyl radical in an exergonic process, to
reaction between Oand allyl radicals becomes less exo- form aldehydel5. For the hydroxy-substituted peroxyl
thermic, the proton-transfer steps are virtually unaffected, radical12, the intramolecular hydrogen transfer and elimina-
and the dissociation steps become more exothermic. We alsdion are concerted, forming the hydroperoxyl radical and free
want to point out that the BSSE to some extent compensatesaldehyde with a very low barrier (Figure 8).
for an error in B3LYP, namely, the lack of proper treatment  Overall, fragmentation vid2 and intramolecular elimina-
of dispersion forces. We are not aware of a full investigation tion is the preferred path, but as can be seen in Figure 7 and
of the relative magnitude of these effects, but in our Table 2, when formed, peroxyl radicdllb will prefer
experience with similar methods, a modest basis set fre-elimination vial6 over reversion to allylic radicalO or
quently gives better agreement with experiments than theisomerization tal2.
more extensive one. To conclude, we cannot be certain which In the full system starting from geranid@); we must also
of the two sets of data is in best agreement with experimentalconsider cis/trans isomerization, giving nerdl ih addition
values, but it is reassuring that both sets give the sameto geranial 8). In Figure 9, we have summarized the expected
qualitative results. Since this is the case, we will perform pathways and indicated intermediates where isomerization
additional calculations using the cheaper of the two methods, around the former double bond is feasible. For one peroxyl
B3LYP/6-31G(d,p). radical where no intramolecular hydrogen abstraction is

Looking at the two propagation steps, the initial combina- possible (corresponding thlain Figure 4), an equilibrium
tion of the allylic radical with Q (step 2a) occurs withouta  back to free @ and the allylic radical or a [2,3] shift is
barrier on the potential energy surfacé&e suprg. For step expected. Dotted arrows indicate intermolecular hydrogen
2b, the abstraction of a hydrogen atom from another molecule abstraction followed by closed-shell fragmentation, as out-
in solution forming hydroperoxides, we have investigated a lined in Figure 4. This process is expected to be disfavored
model peroxyl radical, CKDO-, reacting with the geraniol = compared with reversal and branching to a pathway allowing
model 9 to form 10, at the B3LYP/6-31G(d,p) level. For intramolecular hydrogen abstraction and fragmentation.

this step, we find an enthalpy of activation of 7 kcal niol The hydroperoxyl radical produced by the fragmentations
and a free energy of activation of 18 kcal mblThus, the depicted in Figures 6 and 9 can participate in the radical
reversion of step 2a, which is endergonic by & kcal chain propagation by abstracting a hydrogen atom from a

mol~1,1%is competitive with propagation. Peroxyl radiddla molecule of geraniold). However, the reactive hydroperoxyl
has no alternative forward reaction and may either revert to radical can also add to the double bond of geraniol, as shown
10aor isomerize tdl2 to a significant extent. On the other for the model compoun® in Figure 10. The addition is
hand,11band12 can follow alternative fragmentation paths somewhat endergonic, but the subsequent ring closure to
due to the spatial proximity of the hydroxy group (Figure epoxy alcohol17 is strongly exergonic. The liberated
6), in a heteroatom analogy to the known fragmentation of hydroxyl radical is highly reactive and will propagate the
the ethylperoxyl radicall As seen in the corresponding free radical chain process by the abstraction of a hydrogen atom
energy surface, Figure 7, the intramolecular hydrogen transferfrom a molecule of geraniol. Epoxygeranib| €orresponding

in 11b to produce peroxy enolyl radical6 is virtually to model compound?) has been detected in the autoxidation
isoergonic, with a moderate barrier. IntermeditBean then mixture’
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latter in italic) for all species.
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Finally, we shall discuss the formation of geranyl formate rjg, e 717, Formation of 8 through Baeyer—Villiger rear-
(8). This product differs from the other oxidation products rangement and transesterification.
in that it contains an additional carbon atom, which must
have come from the fragmentation of another molecule of autoxidation mixture, it would be expected to transesterify
geraniol. We have not located any radical process leadingirreversibly with a geraniol molecule, whereupon the pro-
to formates, but instead we speculate that it can be formedduced enol would tautomerize t@ @ldehydel9 (Figure 11).
from perhydratel4, which can be formed either directly in A weakness of the current proposal is that aldehi@le
the radical chain process as depicted in Figure 4 or by theor indeed any g€products, has so far not been identified in
reversible addition of hydrogen peroxide to either geranial the autoxidation mixture. However, geraniol is the only
(3) or neral @), all of which are present in the autoxidation source of carbon in the experiment, and thus the only possible
mixture. We note thafl4 is reminiscent of the text-book precursor for the formate moiety 8. In a separate
intermediate in the BaeyeVilliger reaction. Under acidic ~ experiment, a sample of authentic aldehyldewas added
conditions,14 is expected to fragment by cleavage of the to geraniol and subjected to the normal oxidation procedure,
O—0 bond with simultaneous migration of the vinyl moiety, as described previouslyThe concentration ofl9 slowly
forming a vinyl formate 18). The latter has not been decreased and could, after a while, not be detected anymore.
detected, but under the slightly acidic conditions of the As negative evidence, this should not be taken as mechanistic
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proof, but it at least indicates that the absenc&®in the
autoxidation mixture does not disprove the mechanism
depicted in Figure 11. However, other Baey#iilliger-type
mechanisms can also be proposed, since both hydrogen
peroxide and hydroperoxides are present together with
aldehydes in the autoxidation mixture.

Conclusions

The autoxidation products of the monoterpene gerar@pl (
have been rationalized computationally by investigation of
plausible radical chain reactions for a model system. Both
propagation steps in the accepted mechanism, radical chain
transfer and the addition ofDwere found to be exergonic,

in contrast to the recently investigated isomeric linalool
systen® However, in addition to the normal chain transfer
mechanism, the geraniol-derived peroxyl radicals can also
undergo intramolecular hydrogen abstraction followed by
fragmentation, liberating a hydroperoxyl radical as an
alternative chain transfer agent. The latter process was found
to be favored compared to the classical intermolecular
hydrogen abstraction. Either process gives as a side product
the observed hydrogen peroxide. Some of the located
intermediates allow cistrans isomerization of the original
geraniol double bond, rationalizing the observation of both
geranial and neral as oxidation products.

Secondary oxidation products like epoxides and formates
were also considered, and plausible reaction pathways for
the formation of both have been advanced, in the former
case based on the oxidation of geraniol by a hydroperoxyl
radical, in the latter case through a Baey¥illiger rear-
rangement of one of the oxidation intermediates.
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Abstract: New CHARMM force field (FF) parameters are developed for nitro compounds,
referred to here as C27rn, for subsequent use in molecular dynamics (MD) simulations. The
nonbonded terms are adjusted to best fit densities and hydration energies of nitropropane and
nitrobenzene. High-level quantum mechanical calculations are used to obtain accurate confor-
mational energies of nitroalkanes and nitrobenzene and to adjust the torsional potential of the
CHARMM FF. For nitroalkanes, the calculated gauche (g) conformer of the C—C—C~—N torsion
is more stable than trans (f). Consequently, nitropropane MD simulations with C27rn result in
74% population of this g conformer. The C27rn FF is in excellent agreement with experiment
for various bulk (density, isothermal compressibility, and heat of vaporization) and interfacial
(surface tension) properties of nitropropane, nitrobutane, and nitrobenzene. MD simulations with
the OPLS-AA FF for nitropropane and nitrobenzene result in similar property predictions as
C27rn, except a reduced stability of the C—C—C—N g conformer.

1. Introduction aminohexyl-1-thig8-p-galactopyranosideatNPG), to de-

Compounds containing one or more nitro groups are com- {€rMine and quantify sugar bindirig. o

monly used as explosivégyrganic solventd? herbicides, Although nitro compounds are of general and biological
pesticided, and drug$:® A few specific examples of these significance, only a limited number of studies have focused
nitro compounds are described briefly as motivation for their ©1 developing force field (FF) parameters for use in

general importance. In 1947, the first broad spectrum molecular simulation&:*® Price et al® developed nitro
antibiotic (chloramphenicol) was discovered his early parameters for the OPLS-AA FF that resulted in good

antibiotic contains a nitro group attached to a benzene ring agreement with experimental gas-phase and liquid properties,

) . . . e.g., density, heats of vaporization, and free energies of
but is not used extensively because of bacterial resistance . ) ) .

. : : salvation, from molecular simulations. The primary focus
and certain undesirable side effects. As another example, pure

nitrobenzene or 2-nitrophenmtoctv ether are widel od of FF development has been nitrobenzene because of its
! z “nitrophenyrocty Widely us importance as an organic solvent. An excellent comparison

as organic solvents® These compounds are prominent in of nitrobenzene FFs (OPLS-A® Michael and Benjamift

§tudies of ion transfer across iqterfaces with tyvo immiscible ;4 janssen et 9land experiment is discussed by Jorge et
liquids. The fluorescence of nitrobenzene with tryptophan 410 The FE by Michael and Benjanfihfocused on the

has been important in binding studies of substrates in yiyropenzene/water interface, while other FFs were only
proteins. Specifically, sugar binding studies of the trans- compared with bulk properties. It was found that OPLS-AA

membrane protein lactose permease have used intrinsic TrRsompares most favorably with experim®rnd will be used
fluorescence with a nitro containing sugaf;(B-dansyl)- as a benchmark in our studies.

For the CHARMM FF, a parameter set is not currently

* Corresponding author e-mail: jbklauda@umd.edu. Current available for nitro compounds.Therefore, the main purpose
address: Department of Chemical and Biomolecular Engineer- Of this work is to develop nitro parameters consistent with
ing, University of Maryland, College Park, MD 20742. CHARMM optimization procedure¥: 16 This new parameter

10.1021/ct700191v This article not subject to U.S. Copyright. Published 2008 by the American Chemical Society
Published on Web 12/06/2007
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set is then tested on pure liquid and interfacial systems of are adjusted to best represent scaled QM calculations (details

nitroalkanes and nitrobenzene. in section 2.2) of water/nitro compound interaction energies
Special focus in the force field development is on potential based on the TIP3P?7 water model. This is known as the
energy scans of two nitro torsional angles, i.e;@G-N—0O supramolecule approaéhand the initial guess for the atomic

and C-C—C—N. Several conformational energies of ni- charges is based on similar groups in the CHARMM FF.
troalkanes with the OPLS-AA FF were compared with ab The LJ parameters are modified to best represent the
initio energies at the HF/6-31g(d) levélFor nitroaromatics,  experimental density and optimized separately for nitroal-
Staikova and Cszmadfaused the same quantum mechanical kanes and nitrobenzene to represent changes in the nitro
(QM) methods to study the conformational energies about dispersion energies due to the neighboring aromatic ring.
the C-C—N—O torsion. However, we have demonstrated Only the experimental density at 298.15 K for nitropropane
with alkanes the importance of including electron correlation, and nitrobenzene is used for the LJ fits. Therefore, other
i.e., more accurate QM methods, for torsional enertjiés. properties, compounds, and temperatures are predictions. The
Consequently, highly accurate ab initio methods will be used dihedral parameter{;, n;, and d;) are fitted to accurate

in this study to describe the conformational energies of QM conformational energies (details in section 2.2) and
nitroalkanes and nitrobenzene. The FF will be adjusted consist of -4 setsj, per dihedral type and summed over
accordingly to best match these QM calculations, and the all the dihedral angles in the molecule.

methods and results will be described in the following  The optimization of the C27rn FF parameters is typically

sections. an iterative process and requires several changes to obtain
proper convergence of the desired properties. The super-
2. Methodology molecule approach defines the charges, but the LJ and

The methodologies used for fitting the CHARMM FF (2.1), dihedral parameters are interdependent. Changes to the LJ
ab initio calculations (2.2), and molecular dynamics simula- terms are made until the bulk density is in satisfactory
tions (2.3) for nitro compounds are described in this section. agreement with experiment. Consequently, the dihedral

2.1. Force Field Fitting. The potential energy/(R) in parameters are optimized for each LJ parameter set.
the CHARMM FP4 as well as other additive Ff2>22is a 2.2. Quantum Mechanical CalculationsThe Gaussian03
function of the positions of all of the atoms in the system suite of progran? was used for the following QM calcula-
and has the following general form: tions: (1) conformational states of nitropropane, nitrobutane,
nitropentane, and nitrobenzene and (2) water interacting with
V(R) = Z Ky(b — b0)2+ K, (0 — 00)2+ individual nitro compounds. The conformational minima
bomds ahgles were optimized using tight convergence criteria (.20
Z ’Z K,(1+ cosfyp — o))| + and 1.0x 104 hartree/bohr for maximum and rms force)
ditedrals|, T and a starting structure near the corresponding conformation,
I(Rmin,ij)lz (Rmin,ij)Gl i.e., trans or gauche. In addition to the minima, conformations
Z Sil—— | — between the local minima and barriers are optimized. This
nonbonded pairs |\ T "i was done using the Berny Algoriti@fby fixing a corre-

i sponding dihedral angle on a transition state (TS) pathway.
nonbo%ed pairgD_rij @) Geometry optimizations for single molecule conformations
were performed at MP2/cc-pVDZ, while HF/6-31g(d) was
used for water/nitro interactions. This lower level of theory
for the dimer was used to be consistent with the CHARMM
parametrization of the Coulombic terrifs.

The HM-IE method® was used to estimate the energy of
each individual molecular conformation of nitro compounds
at the CCSD(T) level with a basis set larger than that used
to obtain the optimized geometry. This method estimates
molecular properties by assuming that the separate effects
of electron correlation and basis set size are additive. These
hybrid or compound QM methods, such as the Gaussian-
323132 Dunning and Petersoi, and HM-IEZ estimate
energies of CCSD(T) with a large basis set (LBS) by
calculating CCSD(T) with a smaller basis set (SBS) and
adding a correction based on the difference between MP2
energies with a LBS and a SBS as follows

Urey-Bradley and improper dihedral terms are available in
CHARMM but are not used for the nitro compounds. The
parameters in the initial two intramolecular terms of eq 1
(Ky, bo, Ky, and o) are obtained from previous fits for the
OPLS-AA FF13 Identical methods are used in developing
these force field parameters for CHARM¥23The dihedral
potential is optimized based on highly accurate torsional
energy scans from QM calculations on model com-
poundst®?425van der Waals interactions are treated by the
well-known Lennard-Jones (LJ) “6-12" potential, whete
is the potential energy minimum between two particles, and
Ruinjj is the position of this minimum. The conversion factor
betweerRnyinjj andoj in other LJ potential forms iRuinj =
2Y%g;. Last,q andg; are the atomic partial charges, and
is the dielectric constant.

The optimization procedure for the parametersineq 1is ___ con
consistent with the procedure used for developing the ETICCSD(T)/LBS]= E™"[CCSD(T)/SBSH
CHARMM FF 14716 parameters for only nitrogen, oxygen, (E°"[CCSD(T)/LBS]— E"[CCSD(T)/SBS])
an_d adjacent group atoms (Carbons_ ponded to nitroger_l) were_ Econf[CCSD(T)/SBS] 4 (Econf[MP2 /LBS] —
adjusted to maintain the transferability of other atoms in the con
molecule. First, the atomic charges on the nitro compound ETIMP2/SBS])
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= Econf[M P2:CC] 2) Nitropropane Nitrobutane
i . B
. . (o] /C-] /03 (9] .-‘._‘-..
whereE®" is the energy of the conformer, and the difference \N* \02 \N+W\
between CCSD(T)/LBS and CCSD(T)/SBS is approximated H H
at the MP2 level. A SBS of cc-pVDZ and LBS of cc-pvVQZ 0 o

was used here and also found previously to be an accurate
measure of CCSD(T)/cc-pVQZ for linear alkartés.

As an additional accuracy measure of the dihedral Nitropentane
potential, the curvatures for selected trans or gauche wells . 3 2 o
were estimated by taking the second derivative of the energy, ©~_ NN 4©1_,{’
V(¢), with respect to the angle by means of fitting a parabolic N \O-
function H 5 6

Nitrobenzene

0

V(¢) = k(¢ — ¢0)2 +1(¢p — ¢pp) + M ) Figure 1. Model compounds used in QM calculatigns t_o
develop the C27rn FF. The atom types for the aliphatic

carbons are labeled on nitropropane, and the dihedrals are

wherek, |, andm are fit to either the QM energy or empirical labeled on nitrobutane.

force field predictions with energies up to 2 kcal/mol higher

than the local minima. Table 1. Nonbonded Parameters for C27rn2
2.3. Molecular Dynamics Simulations Simulations were atom description/location gle] e[kcallmol] Rmin/2 [A]

performed with CHARMM?* using C27r for the alkane N nitroalkane 1050  —0.160 1837
portion of the FF®19and adjustments to the nitro force field, o  piroalkane 040  -0.120 1.700
referred to here as C27rn. Nitrobenzene and nitropropane ¢ ¢, in nitroalkane 40.16  —0.056 2.010
simulations with OPLS-AA are also performed for compari- H  attached to C; +0.07  —0.028 1.340
son with C27rn. The leapfrog Verlet algorithm was used with N nitroarene +0.50  —0.120 1.850
cubic periodic boundary conditions. A time stepof Lfswas O nitroarene -0.40  —0.100 1.770
applied to ensure time step artifacts did not affect our C  Cgin nitrobenzene +0.34  —0.070 1.992
calculated properties. LJ interactions were smoothed by a C  Cior Csinnitrobenzene —0.18  —0.070 1.992
switching function over 810 A. Isobarie-isothermal en- H  attachedto Ci0r Cs 016  —0.046 1.100

semble (NPT) simulations were run with long-range elec-  “See Figure 1 for labeling nomenclature.
trostatics and LJ corrections. The particle mesh Ewa!d Table 2. Torsional Parameters for C27rna
(PME)* method was used for the long-range electrostatic

contribution (beyond 10 A) to the total energy with= 0.34 Ky [kcalimoll L 0 [de]
A-1 and a fast-Fourier grid density of about 1A The CH2—-CH2-N—-0 0.060 2 0
isotropic periodic sum (IPS) meth¥dwas used to obtain CH3(2)~CH2—CH2—-N 0.084 4 0
the long-range correction in LJ at an effective infinite cutoff. 0.360 3 0
This PME/IPS method has been found to be accurate in bulk 812; i 188
and interfacial system®. All hydrogen atoms were con- '

. ) X HA—CA—CA—N 1.000 2 180
strained using the SHAKE algorith?AThe extended system CA—CA—CA—N 6.140 5 180

formalism was used to maintain the temperature via the -5 _ca_N-0O 1.100 2 180

Hoover thermostat and/or pressufé4! with a thermostat

coupling constant of 20 000 kcal mdlps2 and a piston

mass of 2000 amu. Densities, heat of vaporization, isothermal compressibili-
Initial conformations for bulk nitropropane, nitrobutane, ties, and self-diffusivities were calculated. Standard errors

and nitrobenzene were obtained by placing 320, 256, andwere estimated from block averagéssothermal compress-

200 molecules, respectively, on an even grid in random ibilities were calculated from

orientations. With these starting conformations, the energy

was minimized with the steepest descent routine for 200 steps 1w r\Yan

to reduce unfavorable van der Waals contacts. The velocities fr=- v (8_\F{)T VKT “)

were then set to the desired temperature, and an equilibration

period of 500 ps was used for all simulations to ensure full whereV is the volume,@V20is the volume fluctuation,

equilibration. The coordinates were saved every 1 ps for aand k, is Boltzmann’s constant. The 5-ns simulations at

total simulation time of 2 ns for simulations at 288.15, 298.15 K were used to calculate eq 4. The slope of the

293.15, and 303.15 K, but a simulation time of 5 ns was mean squared displacement versus time was used to deter-

used for the 298.15 K runs. For vapor simulatioms, mine the apparent self-diffusivity for the periodic boundary

simulations with a single molecule were run for 500 ps after condition, Dpgc, USing a weighted least squared fit with

50 ps of equilibration. Coordinates from the end of each weights obtained from averages of-80 subgroups of

liquid simulation at 298.15 K were used a$ initial molecules per trajectory. The self-diffusivity was corrected

coordinates for the vapor simulations. for system-size effects using the hydrodynamic model of Yeh

2 CH3 and CH2 are for nitroalkanes and CA is for nitrobenzene.
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Table 3. Molecular Structures of Nitro Compounds from MP2/cc-pVDZ (except Nitropropane Also with cc-pVTZ) with Atom
Numbering and Dihedral Angles as Shown in Figure 12

nitropropane

nitrobutane

nitropentane

nitrobenzene

t-DZ g-DZ t-TZ g-TZ t g t g MP2 exp®
Ci—N 1.50 1.50 1.49 1.49 1.50 1.50 1.50 1.50 1.48 1.49
Ci—Cy 1.52 1.53 1.52 1.52 1.52 1.53 1.52 1.53 1.40 1.40
N= 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.22
0C;—N=0 1171 117.0 1171 117.2 1171 117.0 117.1 117.0 117.3 117.3
JO=N=0 125.9 125.9 125.6 1255 125.9 125.9 125.9 125.9 125.4 125.3
0C1—Co—N 110.6 109.1 109.2 109.4 110.5 109.0 110.6 109.0 118.7 118.3
a 121.7 1111 88.6 1151 121.6 110.2 121.9 110.1 0.0

—57.9 —66.7 —88.6 —63.3 —58.0 —67.5 —57.7 —67.6

I} 179.7 —60.7 180.0 —59.0 180.0 —61.1 179.6 —60.9 0.0

a Distances are in A and angles are in degrees. For the nitroalkanes,
b The experimental electron diffraction data for nitrobenzene.*445
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Figure 2. Conformational energies of nitropentane as a
function of a (C,—C;—N—0) and  (C3—C,—C;—N) torsional
angles. The corresponding dihedral is fixed for each point on
the panel, but all other degrees of freedom are minimized.
The symbols are QM energies (MP2:CC), the solid line is
C27rn, and the dashed line is OPLS-AA.

and Humme® of a particle surrounded by a solvent with
viscosity,n
ks TE
Ds = Dpgct L )
wherelL is the cubic box length and = 2.837297%
The heat of vaporization was calculated from

va w,0
AH P= mJigD_ W + RT (6)
where[U,[s the average internal energy over time (sum
intra- and intermolecular energies) of the liquid stles

the total number of molecules, afltly[is the average ideal

structures are listed in the (CCCN) trans () and gauche (g) conformation.

Energy [kcal/mol]
w

-
o N

Energy [kcal/mol]

o N A~ O @

100 120 140 160 180
dihedral angle [degrees]

Figure 3. Conformational energies of nitrobenzene as a
function of o and g torsional angles. The corresponding
dihedral is fixed for each point on the panel, but all other
degrees of freedom are minimized. The symbols are QM
energies (MP2:CC), the solid line is C27rn, and the dashed
line is OPLS-AA.

a The surface tension was evaluated from
y = 0.5L,[P,,— 0.5F + Pyy)] 0 (1)

where L, is the size of the simulation box normal to the
interface P, is the normal component of the internal pressure
tensor, and®y, and Py, are the tangential components. The
MD simulations here contain two interfaces (a liquid film
with vapor at the top and bottom, see ref 37), so a prefactor
of 0.5 is required to obtaipr on a per interface basis.

of 3. Results and Discussion
The parametrization of the LJ, electrostatics, and dihedral

terms is iterative, but the results discussed here are based

gas internal energy. The average liquid internal energy wason the optimal values in Tables 1 and 2. The ab initio

obtained from the liquid simulations amtigas simulations
to obtain WLl

calculations on the molecular structure and torsional profiles
are presented first. Then, the conformational energies of the
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Table 4. Nitroalkane Conformer Energies in kcal/mol torsion stabilize the state. Similarly, for nitroalkanes there
Relative to the All-Trans State of the  Torsion? is a greater than 1 kcal/mol decrease in the cis conformational
AE, AE}, AE!, energy compared to alkanes. Although there are differences

in g and cis energies, the conformational energy of the

C3NO; MP2:CC —0.60 3.14 3.68 o b
C27m _0.49 313 364 transition from thet to g stateAE, is similar to that of an
OPLS-AA 0.06 2.64 4.04 alkane (3 kcal/mol}?
The conformational energy barriers for nitroalkanes are
AE, AE}, AEl, lower than nitrobenzene. The conformational space is
C.NO, MP2:CC —0.61 2.96 3.65 restricted because the nitro group is attached to an aromatic
c27m ~0.56 3.10 3.65 ring (Figure 3). Therefore, the lowest energy conformation
OPLS-AA —0.24 257 3.73 of nitrobenzene is when the nitrogen and oxygen atoms are
in the same plane as the carbons, i.e., a planar molecule.
AEg AEy, AEy, 3.1.2. Empirical PotentialsA root-mean squared error
CsNO, MP2:CC —0.62 2.98 3.64 objective function was used to fit the set of nitro dihedrals
C27m —0.52 3.12 3.70 to the high-level QM energies discussed above. Table 2 lists
OPLS-AA —-0.23 2.58 3.76 five sets of dihedrals fit to the ab initio calculations, denoted
aMP2:CC is the approximate CCSD(T)/cc-pVQZ energy using eq here as C27rn. Only the-&C—C—N dihedral required more
2. C27rn is the modified C27r force field. The energy of the transition than one term. This is similar to the alkane-C—C—C

state between local minima / and j relative to the all-trans state is

+ torsion in the C27r FE8 where multiple torsional terms were
denoted as AE;;.

needed to accurately fit conformational energies.

new force field (C27rn) are compared with the QM calcula- The molecular structure of the nitroalkanes and nitroben-
tions as well as the OPLS-AR. Finally, C27rn is tested ~ Z€N€ with C27rn is listed in Table 5. The bond lengths are
with bulk and interfacial simulations and compared with nearly identical between the MP2/cc-pvVDZ and C27rn
experiment and OPLS-AA. optimized structuresIC;—C,—N is slightly larger with
3.1. Molecular Structures and Torsional Profiles.3.1.1. €27 but only deviates by-34°. The optimized confor-
Ab Initio CalculationsThe geometry of the nitro compounds ~Mation with C27rn results in am torsion in good agreement
(Figure 1) is optimized using MP2, and the distances, angles,W'th the correct value using MP2/cc-pVTZ.' There is also
and torsional angles are listed in Table 3. The agreementéXcellent agreement for the value of ffigorsion of theg
between electron diffractidf®s and MP2/cc-pVDZ for conformation with less than°difference between QM and

nitrobenzene is excellent, i.e., deviations ©8.01 A and C27m.
0.4°. For nitroalkanes, there are two minima of the C— The calculated nitroalkane minima and transition state

C—N torsion {3), i.e.,t-trans andy-gauche ¢~ is shown here  (TS) energies with C27rn and OPLS-AA are compared with
but equivalent tog®). Double- and triplez basis set MP2:CC in Table 4. The absolute average deviation (AAD)
optimizations for the conformation of nitropropane result from MP2:CC for these conformations with C27rn and
in a noticeable difference for the-@C—N—O torsion angle, = OPLS-AA s 0.07 and 0.36 kcal/mol, respectively. The AAD
o (Table 3). However, in terms of conformational energy for just AEg is larger with OPLS-AA (0.47 kcal/mol) and
(of most interest to this work) HM-IE corrects for this basis Similar for C27rn (0.09 kcal/mol). Overall, C27rn is superior
set effect. Moreover, there are negligible differences with to OPLS-AA in these conformational energies. OPLS-AA
other structural properties of the conformer and all is parametrized on smaller molecule conformations of nitro-
properties of theg conformer. Therefore, MP2/cc-pvDz  alkanes with HF/6-31g(d). Since low-level QM calculations
optimizations will be used for their efficiency and reasonable are known to result in inaccurate dispersion energigshe
accuracy with larger nitroalkanes. Previous calculations with large discrepancy ithEg is not surprising for OPLS-AA.

B3LYP/6-31g(d¥® result int structures similar to those in The correct curvature of and g wells is of greater
Table 3 but may result in similar basis set problems. There importance than slight inaccuracies of minima energies,
are other structural differences between tlaéd g confor- because there is an increased availability of dihedral angles
mation, i.e.,JC;—C,—N and a are reduced in thegy at a given temperatufé.Table 6 lists the curvature for the
conformation compared to However, other internal geom-  minima of thet andg conformers of th¢s torsion calculated
etry values are not influenced by this change inghersion. from eq 3. The curvature of the C27rn wells compared to
Quantum mechanical conformational energies oftlaad OPLS-AA is in better agreement with MP2:CC with an

B torsions of the four nitro compounds were calculated using overall AAD of 0.16 x 1073 and 0.63x 10~ kcal mol*

eq 2 with a total of 129 conformations. The torsional profiles deg?, respectively. The QM curvature of tgavell is greater

for nitropentane and nitrobenzene are shown as examples irthant due to electron repulsion. For OPLS-AA thevell is
Figures 2 and 3, respectively. Tifetorsion is alkane-like  too broad (Table 6) because of the lack of conformations
with two minima ¢ andg). For alkanes, high-level ab initio  other than the minima and transitional barrier and a less
QM calculations on pentane through heptane yieldEg accurate QM methotf

(energy difference from the all-trans state) slightly higher  OPLS-AA and C27rn both follow the conformational
than+0.5 kcal/mol*®47-4° However, theg conformation in energies of MP2:CC qualitatively as shown in Figures 2 and
nitroalkanes is lower in energy, i.&AE; = —0.6 kcal/mol 3, but C27rn is noticeably in better agreement with QM.
(see Table 4). The terminal nitrogen and oxygen on fhis  Although there are differences with QM and C27rn for the
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Table 5. Molecular Structures of Nitro Compounds with C27rn

Klauda and Brooks

nitropropane nitrobutane

nitropentane nitrobenzene

t g t g t g C27rn exp?
C1—N 1.50 1.50 1.50 1.50 1.50 1.50 1.47 1.49
Ci1—Cy 1.54 1.54 1.54 1.54 1.54 1.54 1.42 1.40
N=0 1.23 1.23 1.23 1.23 1.23 1.23 1.23 1.22
0C1—N=0 117.5 117.4 117.5 117.5 117.5 1175 117.5 117.3
0O=N=0 124.5 124.2 124.6 124.4 1245 124.4 125.0 125.3
0C1—C2>—N 113.8 113.8 113.7 113.9 113.7 113.9 121.7 118.3
o 85.8 115.2 86.4 108.7 85.9 110.1 0.0

—85.5 —75.4 —86.2 —78.6 —86.0 —77.8

p 180.0 —61.4 180.0 —61.9 180.0 —61.9 0.0

aThe experimental electron diffraction data for nitrobenzene.*44> Atom numbering and dihedral angles as shown in Figure 1.

Table 6. Curvatures (2k in Eq 3) of Trans And Gauche
Conformations?

Table 8. Surface Tension of Nitropropane and
Nitrobenzene in dyn/cm Compared with Experiment>3

state molecule MP2:CC C27rn OPLS-AA C3NOz NB
t C3NO; 2.57 2.61 2.26 293.15K C27mn 31.51 +0.87 43.52 +£0.38
g C3NO; 4.26 3.98 2.99 exp 30.64 42.70
t C4NO3 2.42 2.60 2.23 303.15K C27rn 29.49 +0.35 41.94 £+ 0.64
g C4NO; 4.14 3.98 3.16 exp 29.61 42.17
t CsNO; 2.42 2.61 2.23
g CsNO2 4.18 3.98 3.16

a

n units of 103 kcal mol~! deg2.

Table 7. C27rn Simulation Averages and Standard Errors
for Dipole Moment (u), Density (p), Isothermal
Compressibility (37), Diffusivities (Dpgc and Ds), and Heat
of Vaporization (AH#) at 298.15 K&

C3NO2 C4NO2 NB

u C27rn 4.80 + 0.00 4.80 + 0.00 4.53 + 0.00

[D] OPLS-AA  3.82 +£0.00 3.33 £ 0.00
exps? 3.59 4.22

o C27mn 0.999 £+ 0.007 0.974 +£0.007 1.208 + 0.009

[g/cm?] OPLS-AA  0.974 £+ 0.008 1.154 + 0.009
exps? 0.996 0.968 1.198

Br C27rn 6.27 £ 0.15 4.64 +0.16 417 +0.10

[107m?/N] OPLS-AA 11.34 4+ 0.09 457 £0.12
exp® 5.23

Degc C27rn 0.712 £0.070 0.595 +0.010 0.370 £ 0.060

[10-5cm?/s] OPLS-AA  0.580 + 0.083 0.706 + 0.072
exps? 1.08

Ds C27rn 0.929 +£ 0.070 0.815+0.010 0.477 £+ 0.060

[10-5cm?/s] OPLS-AA  0.792 + 0.083 0.812 £ 0.072
expss 1.08

AH"3P C27rn 12.72 £ 0.38 14.19 + 0.60

[kcal/mol]  OPLS-AA 13.05 + 0.48
expss 10.37 13.15

2 By and AH'@ were calculated from eqgs 4 and 6, respectively.
Dpgc is the apparent self-diffusivity obtained directly from the mean
squared displacement in the simulations, and the corrected self-
diffusivity, Ds, is obtained from eq 5.

AA and C27rn is similar and in satisfactory agreement with
MP2:CC for nitroalkanes. However, OPLS-AA significantly
underpredicts the out-of-plane energy of the oxygen in
nitrobenzenex 3 kcal/mol), where C27rn results in excellent
agreement with MP2:CC.

3.2. Molecular Dynamics Simulations.The validity of
the new C27rn FF for nitro compounds was tested on bulk
and interfacial systems containing nitropropane, nitrobutane,
and nitrobenzene. The nitrogen and oxygen LJ parameters
for nitroalkanes were adjusted to best fit the density of
nitropropane at 298.15 K, and the simulated density is in
perfect agreement with experiméitThe temperature de-
pendence of the density is shown in Figure 4, and the AAD
of C27rn is only 0.29 g/cf There is similar agreement for
the densities of nitrobutane and nitrobenzene with an AAD
of 0.53 and 0.85 g/cfn respectively (Figure 4). The LJ
nitrogen and oxygen parameters for nitrobenzene were
allowed to vary from nitroalkanes to obtain accurate densities
at 298.15 K. The density of OPLS-AA for nitropropane and
nitrobenzene are slightly lower than experiment (0.974 and
1.154 g/crd, respectively), but the LJ parameters for nitrogen
and oxygen were identical for all nitro compounds in the
OPLS-AA FF.

As shown previously, the conformational energies about
the s torsional surface of nitroalkanes differ between OPLS-
AA and C27rn. Consequently, the conformational prob-
abilities for theg torsion are also quite different (Figure 5).

a torsion in nitroalkanes (Figure 2), they are small for an There is an increased population gfconformations with
essentially freely rotating potential at 298.15 K. Since the C27rn (74% versus 57% for C27rn and OPLS-AA, respec-
cause for this discrepancy is the LJ and electrostatic energiestively). This increase ing population is similar to MD

a polarizable FF may improve this agreement between QM simulations of pure alkan&s°with a more accurate descrip-

and C27rn. For thé torsion, the TS energy is lower than
QM with OPLS-AA, and theg minimum is skewed for

tion of the C-C—C—C torsional surface. Contrary to
nitroalkanes, experimental data are available for conforma-

nitropentane (Figure 2), where as C27rn follows the QM tional populations of alkanes, and the C27r force field fit to

energies almost exactly. Tloeadiabatic surface with OPLS-

QM (MP2:CC) is in excellent agreement with experimént.
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C27rn results iMHY@ that is slightly larger than experiment
for nitropropane but within statistical error for nitrobenzene.
The OPLS-AA FF is in slightly better agreement with
This implies that these results for nitro compounds using &XPeriment (13.05 kcal/mol for nitrobenzene) but at the cost
the same QM methods would be accurate if experimental of a lower bulk density. The isothermal compressm_nllt;és(
data were available. of C27rn and OPLS-AA are lower than experiment for
The molecular dipolesu] of nitropropane and nitroben- ~ Nitrobenzene by 1.06 and 0.66 10~ m?N, respectively.
zene with C27rn are consistently higher than experirfient.  The diffusion constant{;) and surface tensiory) were
An elevated: is expected and typical of the CHARMM FF useql as addltlon_al measures for the accuracy of CIyn.
because the experimentally measured values are usually irPf nitrobenzene is smaller than experiment for C27rn and
the gas phase and polarization of the liquid phase results inOPLS-AA (0.812x 107° cn¥/s). The nitrobenzene diffusion
an increase in the dipole moment. MD simulations with Cconstantis larger for OPLS-AA compared to C27rn, but the
OPLS-AA result in an average of 3.82 and 3.33 D for OPLS-AA Dg for nitropropane is 15% smaller than C27r.
nitropropane and nitrobenzene, respectively, which are This flip-flop in Ds order may not be t_he result of inaccurate
significantly lower than experiment. nitro parameters, rather_dlfferences in the_parameters for the
The radial distribution functions (RDFs) between oxygen @lkane or benzene portion of the respective FF. The agree-
and carbon calculated from the bulk simulations are shown Ment with experiment is improved for(Table 8) compared
in Figure 6 for nitrobenzene (top) and nitropropane (bottom). 0 Ds with an AAD of 1.6 and 1.2 dyn/cm for nitropropane
The RDFs for OPLS-AA and C27m are similar in shape @nd nitrobenzene, respectively.
with some subtle differences in peak locations. For example,
the O/C distance is slightly larger between molecules for 4. Summary
OPLS-AA and consistent with an increase in the overall Force field parameters for the important nitro group have
density of the C27rn liquids. There is a preference of oxygen been optimized for use with the CHARMM FF. The
to interact closely with theara (C4) andmeta(C3 and C5) conformational energies of nitroalkanes and nitrobenzene
carbons in nitrobenzene (Figure 1, data not showmpéog) were best fit to accurate and high-level QM calculations.
but at a distance greater than a-B---O hydrogen bond. = Consequently, MD simulations with C27rn result in an
However, interactions are weaker with the more negative increased population aj conformers compared to OPLS-
ortho carbons (C2 and C6). A similar trend is seen for AA. Bulk and interfacial properties from the nitro simulations
nitropropane with oxygen interacting more strongly with the with C27rn are in excellent agreement with experiment,
C3 carbon. Moreover, the first peak height is reduced with especially densities, heats of vaporization, and surface
OPLS-AA for the O/C1 and O/C3 RDFs. tensions. However, the calculated diffusion constant of liquid

Figure 5. The probability of the § (C3—C,—C;—N) torsional
angle of nitropropane.
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nitrobenzene with both OPLS-AA and C27rn is lower than (13) Price, M. L. P.; Ostrovsky, D.; Jorgensen, W. L. Gas-phase
experiment. Simple nonpolarizable FF models can accurately and liquid-state properties of esters, nitriles, and nitro
model most liquid properties but without more complex compounds with the OPLS-AA force field. Comput. Chem.
functions, such as polarizability, not all parameters will be 2001, 22, 1340.

in excellent agreement with experiment. Since these new (14) MacKerell, A. D., Jr. Empirical force fields for biological
parameters accurately represent interaction energies between =~ macromolecules: Overview and issués Comput. Chem.

water and nitro compounds and pure component properties, 2004 25, 1584.
C27rn can be used in simulations of biologically relevant (15) MacKerell, A. D., Jr. Interatomic Potentials: Molecules. In
compounds, such as antibiotics with nitro groups or sugar Handbooks of Material ModelingYip, S., Ed.; Springer:
analogs as substrates in membrane proteins. The Netherlands, 2005; p 509.
(16) MacKerell, A. D., Jr. Atomistic Models and Force Fields.
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Abstract: By removing the fastest degrees of freedom, constraints allow for an increase of the
time step in molecular simulations. In the last decade parallel simulations have become
commonplace. However, up till now efficient parallel constraint algorithms have not been used
with domain decomposition. In this paper the parallel linear constraint solver (P-LINCS) is
presented, which allows the constraining of all bonds in macromolecules. Additionally the energy
conservation properties of (P-)LINCS are assessed in view of improvements in the accuracy of
uncoupled angle constraints and integration in single precision.

[. Introduction algorithnt also for iterative methods. But the problem with
In classical molecular simulation methods, such as molecularthat is that the number of iterations is not known a priori,
dynamics (MD), the time step is limited by the fastest and, therefore, the data that need to be communicated are
motions, which are bond oscillations. These oscillations have not known when the domain decomposition is (re)made.
a relatively high frequency and low amplitude. By replacing ~ To avoid the issue of nonlinearity, the problem can be
at least the bond vibrations involving hydrogen atoms by reduced to a linear matrix equation if the second derivatives
holonomic constraints the time step in molecular simulations of the constraint equations are set to zero. However, in a
can be increased by roughly a factor of 4. Constraints arefinite discretization scheme corrections are necessary to
often considered a more faithful representation of the physical achieve accuracy and stability. Several methods have been
behavior of bond vibrations which are almost exclusively in proposed based on this linearization that have been termed
their vibrational ground state. promising for parallel simulations® But none of these
Constraints can be added to the Hamiltonian using methods has been widely used, because the inherently
Lagrange multipliers. When time is discretized the linear unstable algorithms require some (periodically applied)
equations for the Lagrange multipliers become nonlinear. In corrections.
the past decades several algorithms have appeared to solve Since there are currently no practical parallel constraints
these equations. The first algorithm was SHAK# iterative algorithms, molecular simulation packages do not allow for
method for use with a leapfrog integrator. The equivalent constraints to cross node boundaries. For codes using domain
for the velocity-Verlet integrator is called RATTLHBecause ~ decomposition this means that in practice only bonds
of their iterative nature these algorithms do not lend them involving hydrogens can be constrained, as such bonds only
selves well for parallelization. In the simplest approach couple locally to one heavy atom. For particle or force
communication is required at each iteration. For a molecule decomposition codes, such as GROMACS®3t3neans that
with all bonds constrained and a time step of 2 fs this leads molecules with all bonds constrained cannot be split over
to around 10 iterations and communication steps per MD processor boundaries. For a protein in water one can then
time step, which is a much higher communication load than not parallelize efficiently over more than a few processors.
that of the other parts of the MD algorithm. In principle one  Without constraints the fastest motions in molecular
could use the strategy for parallelization that will be described simulations are bond vibrations involving hydrogens, with
in this paper for the LINCS (linear constraint solver) a period of about 10 fs. When these bonds are constrained,
the time step can be doubled, since the next fastest motion,
* Corresponding author e-mail: hessb@mpip-mainz.mpg.de.  bond vibrations involving only heavy atoms, have the fastest
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mode with a period of about 20 fs. How big the time step II. The LINCS Algorithm

can actually be is difficult to determine. A nice, but deceptive A concise description of the LINCS algorithm will now be

property of Verlet type integrators, which are used by all presented, and the full derivation can be found in the LINCS

major simulation packages, is that vibrations in harmonic paper

potentials are integrated with exact energy conservation. Thus Consider a system & particles, with positions given by

energy conservation is independent of the time step. How-a 3N vector r(t). The equations of motion are given by

ever, the effective temperature at which the ensemble for Newton’s law

harmonic modes is generated increases with the time step. >

For 20 and 10 time steps per oscillation the effective d—gzM‘lf (1)

temperature is 3% and 14% too high, respectively. When dt

such harmoni_c modes are not c_:onsidered important, their\yheref is the N force vector andvl is a N x 3N diagonal

temperature increase can be ignored, but in that casematrix, containing the masses of the particles. In general a

constraining them is better, since this avoids instabilities. system is constrained b time-independent constraint
Additionally replacing bonds involving heavy atoms by equations

constraints does not allow for an increase in time step, since )

also angle vibrations involving hydrogens have the shortest g(N=0 i=1..K @)

period of 20 fs. In the GROMACS package these vibrations g ¢onstrained system can still be describedMg&cond-

can also be removed by replacing most hydrogen atc;(r)ns bYorder differential equations in Cartesian coordinaté4The
virtual interaction sites and constraining-O—H angles. constraints will be applied according to the principal of least
Since then the fastest remaining modes have a period of abougction15 In this approach the constraints are added as a zero

45 fs, and this allows for an increase in a time step of slightly term to the potentia¥/(r), multiplied by Lagrange multipliers

more than a factor of 2. Recently it was decided to implement ,(t)
domain decomposition into the GROMACS package, and,
therefore, a parallel constraint algorithm is required, other- dr _0n _ 10) 3)

wise a factor of 2 in performance would be lost. di>  or

A decade ago the LINCS (linear constraint solver)
algorithm was introducetiThis algorithm builds on the same
linear approximation stated above but improves upon earlier
algorithms in three ways. First a term is added to the
equations which is analytically zero but for the discretized 99,
version leads to a completely stable algorithm. Second, Bhi _a_ri
iterations are applied to capture the nonlinear effects (i.e.,
bond rotations); under most circumstances a single iterationNote thatB is aK x 3N matrix, and it contains the directions
suffices. Third, the matrix is inverted efficiently using a series Of the constraints. Equation 3 can now be simplified to give
expansion, which leads to a bounded range of couplings &
between constraints, equal to the expansion order. The -M ==+ BA+f=0 (5)
algorithm can be used for any type of integrator. In the dt
original paper it is presented for the leapfrog integrator. But The equations can be solved fbrto give the constrained
it is ideally suited for projecting out components of velocities equations of motion
or forces, a linear problem for which no iterations are
required. The LINCS algorithm is the standard constraint d_zr: (I —TBM % —T dB dr ©6)
algorithm in the GROMACS package, next to the SETTLE dt? dt dt
algorithnt! which is only used for water molecules. Recently
a “matrix-version” of the SHAKE algorithm has been
developed? which is parallelized with particle decomposi-
tion. This algorithm solves the same matrix equations as
those of LINCS but uses a conjugate gradient solver.
Therefore it does not have the exactly bounded coupling

range tha_t_ makes LINCS suitable for use in domain motion of the unconstrained coordinates. The last term in

decomposition. (6) represents centripetal forces caused by rotating bonds.
The original paper hinted that LINCS is easy to parallelize. |f the constraints are satisfied in the starting configuration,

That is what will be shown in the following, although in a the linear differential eq 6 will conserve the constraints. The

slightly different way than originally stated. Additionally the nonlinearity arises when eq 6 is discretized.

energy conservation properties of LINCS are shown and For holonomic constraints the constraint equations can be

compared with SHAKE in the light of an improvement for chosen as

uncoupled angle constraints and recent improvements in

integration accuracy.

A new notation is introduced for the gradient matrix of the
constraint equations which appears on the right-hand side
of the equation

(4)

whereT = M~1BT(BM~!BT)"L. The projection matrix —

TB projects out the components of a vector in the directions
of the constraintdyl ~f is the vector of unconstrained second
derivatives, andT is a AN x K matrix that transforms
motions in the constrained coordinates into motions in
Cartesian coordinates, without changing the equations of

G(r) =1Irp;, — Tyl =0 i=1,.K (7)
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whered, is the reference distance between atomendis,. distortions in MD simulations is around 0.4. Thus for each
The first step in the LINCS algorithm for a leapfrog term inthe expansion, the projection becomes more accurate
integrator gives the linear, “zeroth iteration” correction by a factor of 0.4. The accuracy of each iteration can be
less though, since it is limited by the guess for the projection
0o _ * . . . .
M =0 =T By +Tod (8) of that iteration. The practical range for the expansion order

is between 4 and 8. For large angle-constrained molecules
eigenvalues larger than one occur, and therefore a different

=1 4 Aty + (AD?M K 9 inversion method is required.
Mo w2+ (A n © Nonconnected angle constraints appear in methyk\NH

This algorithm is already stable but does not capture the ahd COH groups when angle vibrations involving hydrogens
nonlinear effect of the lengthening of constraints due to are removed? Such individual angle constraints produce

wherer?_; is the unconstrained updated configuration:

rotation. To correct for this, iterations are applied: large eigenvalues with a localized eigenvector in madtix
Especially the rigid COH group is problematic with a largest
rAl =0 —-TB)ra, +T.p° (10) eigenvalue of 0.7, which is significantly larger than the

) ) effective eigenvalues of 0.4 for bond constraints. This
The projected lengthp® are chosen by assuming that the jmpalance means that the convergence of the expansion (15)

constraint direction in step are (nearly) correct computational overhead due to angle constraints, the expan-
sion can be extended for some couplings only
pr = y/2d7 = (1)° (11)
(=AY " ~l+A + .+ AN+ (A + ..+ ATHAN

wherel? is the slightly too long a distance in configuration
ry..- For most systems a single iteration provides sufficient

accuracy. Quantitative results will be shown later. For \yhereN; is the normal order of the expansioA* only
projecting out constraint components of other quantities, such cqntains the elements @& that couple constraints within
as velocities or forces, only the linear projection is required: yigiq triangles, and all other elements are zero. In this manner
v.=(—TBW (12) the accuracy 'of anglg constraints comes _close to that qf Fhe
n nenen other constraints, while the series of matrix vector multipli-
The main computational issue is the matrix inversion Cations required for determining the expansion only needs
required to obtairT. This is simplified by left and right [0 be extended for a few constraint couplings. _
multiplying the constraint coupling matri,M *1BI with a The last point is how the constraints need to be applied to

diagonalk x K matrix S containing the inverse square root derivatives of the coordinates, namely the velocity and the
of the diagonal of the coupling matrix: forces. In GROMACS, as in most other simulations pack-

ages, the velocities were determined from the difference

. 1 1 1 1 between the new and the old constrained positions. This can
S=Diag m + m E + K 13) lead to inaccurate integration in single precision, since the
11 12 1 2, H .
increment of the coordinates can be very small. For the

(16)

The conversion goes as follows: leapfrog integrator, eq 12 applied to the half step velocity
would provide a more accurate solution. But recently it has
BM B)t=ssiBM 'B) !ss= been shown that one can also directly use the Lagrange

S(SBM _1BTS)_lSE (1 —A )—15 (14) multipliers!® For the LINCS algorithm these are already
" " calculated, and the velocity correction then reads

The matrixA, is symmetric and sparse and has zeros on the 1

i i i * -1T
?r:ggi(r)]czlr.s'ghus a series expansion can be used to calculate Vi1 = Voiao + KtM B/ (17)
I—AYT=1+A +AZ+A3+ (15) Similarly the contribution of the constraints to the virial can
n. n n n

be determined from the constraint forces which in the
The inversion only converges when the absolute values of derivation above are given by the Lagrange multipliers. For
all the eigenvalues ok, are smaller than one. For calculating the virial the inner product of the distance with the constraint
the expansion only matrix-vector multiplications are required. forcesf. is required; this is simplyl-A. The full tensor can
SinceA is very sparse, only the nonzero elements should be be obtained by using the outer products of the constraint
stored, and the multiplications are computationally cheap. directions with themselves.

Nearly all bonds in molecular simulations are® sp s

hybridized, which leads to a cosine of the angle between Ill. The P-LINCS Algorithm
bonds of —1/3 and —1/2, respectively. The off-diagonal The inversion through a series expansion provides a nice
elements ofA are given by this cosine times a mass factor physical picture. The coupling matrid gives the direct
which is between 0.5 and 1. This results in a maximum coupling between bonds. The mat#X gives the coupling
eigenvalue ofA of 0.6—0.7, which means that the inversion between bonds separated by one bond and also the back-
always converges. The effective eigenvalue for typical bond coupling of bonds to themselves. The matfik gives the
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P-LINCS and LINCS results but only when two or more
triangles of constraints have a constraint in common.
However, this is not an issue, since for such cases the matrix
expansion converges too slowly or not at all. The procedure
for removing angle vibrations of hydrogéfisdoes not
introduce coupled triangles of constraints.

Before each iteration the updated nonlocal coordinates
need to be communicated. This leads to a total number of
communication steps of one plus the number of iterations.
No communication is required after the last iteration. Since
the number of iterations is usually one, the number of
communication steps is two. By doing a communication step
for each iteration an expansion order of up to 6 can be used,
since the number of bonds in an all-trans chain that fits in a
domain decomposition cell size of 1 nm (a typical minimum
value) is 7. When required, extra communication steps can
be added for atoms in more distant cells. The same procedure
can be used for constraining velocities or forces; there only
one communication step is required.

The final result of the P-LINCS algorithm is identical to

. : that of the LINCS algorithm, save for numerical rounding
,'"“.,"'\\H\r differences. In the implementation of P-LINCS in the

: upcoming 4.0 version of the GROMACS package, the
coupling matrix is always stored in the same order, which
leads to binary identical results to those of LINCS.

Figure 1. Example of the parallel setup of P-LINCS with one When the required extra pieces of molecule(s) are not
molecule split over three domain decomposition cells, using longer than the smallest dimension of a domain decomposi-
a matrix expansion order of 3. The top part shows which atom tion cell, one cell needs to communicate with at most 26
coordinates need to be communicated to which cells. The other cells with full 3D domain decomposition. The com-
bottom parts show the local constraints (solid) and the munication can be performed in3 steps of pairs of com-
nonlocal constraints (dashed) for each of the three cells. munication calls. In the P-LINCS implementation in

coupling between bonds separated by two bonds, etc. ThisGROMACS the constraint communication setup is redeter-

means that with this inversion method bonds do not influence Mined every time the decomposition changes, which is

each other when they are separated by more bonds than th&Sually every 510 integration steps. Every cell has a list
maximum order in the expansion. This fact can be used to of all the constraints in the whole system. Each cell can then
parallelize the algorithm. determine of which nonlocal atoms it needs the coordinates

When domain decomposition is used, each domain Canfor connected constraints that cross the cell boundaries. The

apply the LINCS algorithm not only to the local constraints 1St Of required atoms is first sent one cell forward and
but also to some constraints involving only atoms of the backward in thex direction. Atoms in the received list that

neighboring domains. In the original paper it was suggested '€ locally presgnt are marked, and the rest, in addition to
to communicate the atoms for the extra constraints for all the locally required atoms, are sent forward and backward
iterations at once. But it turns out to be more practical, and ©n€ cell in they direction. The same procedure is repeated
often also more efficient to communicate before each for the z direction. In the opposite order and direction the
iteration. Then in addition to the atoms of constraints that C€!lS sénd and accumulate the found atom indices. Each cell

cross the borders between domains, atoms that are separatddf? then determine if all required atoms have been found.
by maximally the number of bonds equal to the order of the Before each LINCS iteration the last part of the procedure

expansion need to be communicated (see Figure 1). WheriS repeated but then with the coordinates instead of the atom
these coordinates are present, a LINCS iteration can pelndices. This results in a maximum of 6 communication steps

applied to local plus extra constraints. After such an iteration, PET itération. For a machine with two-way network connec-
the local constraints and the ones crossing the border will ions the forward and backward calls can be overlapped. The

be in an identical state to a nonparallel version of the edauired bandwidth will be quite low compared to the
algorithm. The extra, nonlocal constraints will differ, since 'atency. The passing of coordinates through other cells leads
they have not felt the influence of some coupled constraints, [ little overhead, since these are usually small in number,
but this does not matter, since in the end state they do notand often these coordinates are also required by the cells
influence the local atoms. Note that for determining the theYy pass through.

constraint contribution to the virial, one should take care that

constraints that cross cell boundaries are not double counted!V. Benchmarks

The additional terms in the expansion (16) for angle It is difficult to assess the accuracy of MD simulations of
constraints can interfere with the exact correspondence ofbiomolecular systems. Ideally one would want to check how
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accurate the generated ensemble is, but for proteins and everfable 1. Accuracy of the LINCS Algorithm Applied to

for peptides of more than a few amino acids it is computa- Villin with a Time Step of 2 fs in Single and Double

tionally infeasible to sample the full phase space. A constraint Precision as a Function of the Number of Iterations N; and

algorithm should, of course, accurately set the constraint the Order of the Expansion, in Terms of the Relative

lengths. But how accurate is accurate enough, a relative errofR00t-Mean-Square Deviation (RMSD) of the Constraint

of 104, or maybe 10%? An easy quantitative check is the Lengths and the Drift of the Conserved Energy in kg T per

accuracy of energy conservation. But also for this quantity Degree of Freedom?

is it difficult to judge what value is required. For micro- energy _

canonical simulations one can easily determine how much ol RMSD, drift,  time, _time,
e prec. N; order 10 10 ns ms %

drift in the total energy one can allow over the total

simulation time. But most simulations are performed in the LINCS single 1 4 027 -159 014 39
canonical or constant-NPT ensembles. Here the thermostat single 16 011 ~034 017 48
will effectively compensate for energy changes due to (small) single 26 0.02 0.00 024 65
integration errors. How much energy drift can be allowed is double 26 0.012 ~0.03 030 438
therefore unclear. Also one should keep in mind that Verlet d_OUble 2 8 0003~ 000 035 56

: ~" LINCS single 1 4 027 —1.60 015 3.9
type integrators perfectly conserve energy for harmonic single 1 6 011  -035 017 48
potentials for any and therefore also unrealistically large, | ... single 2 6 002 -008 024 65
integration step size. This means that for the accuracy of gakg single 1.00 206 015 43
especially simulations without bond constraints one cannot single 0.10 006 022 6.1
rely on energy conservation as a measure of integration double 0.10 —0.14 028 46
accuracy. double 0.01 —0.01 039 6.2

It is clear that a good algorithm should be able to reach  aThe last column shows the CPU time spent in the constraint
any energy conservation value required by the user. To algorithm per step an_d as a percentage of the t(_)tal run time. For
demonsrate this for LINCS, we simulated the actin-binding SS7EE1500 LICS wih he ot naceure vlocty coecton a
domain of villin headpiece (36 residues) with the OPLS all- genchmarks were performed on one core of an Intel 2.4 GHz Core
atom force fieldt” To avoid cutoff artifacts all simulations 2 CPu.
were performed in vacuo without cutoffs. To ensure the same
conditions for all LINCS accuracies, canonical simulations
at 300 K were performed using a Nose-Hoover thermostat,
implemented in GROMACS with a reversible leapfrog
integratort® The period of the temperature oscillations was

Table 2. As Table 1, but Only for LINCS in Single
Precision for Villin with Virtual Interaction Sites

RMSD, energy drift, time, time,
N; order 10~ ns—1t ms %

&

set to 2 ps. The energy conservation accuracy is obtained ¢ 1 4 0.22 —1.26 010 25
from the drift of the conserved energy quantity in Nose- i i 2 g'g? _2?? 8'12 2;
Hoover dynamics. The results for LINCS and SHAKE for ' ' ' ’
. . . 4 2 6 0.03 -0.15 0.18 5.1
simulations of 1 ns are shown in Table 1. One can see that
ith a logarithmic increase in computational effort the > ! 0 0-50 307 013 37
wi 9 P 5 2 6 0.05 ~0.26 018 51

accuracy of LINCS can be increased to a finally unmeasur-

able drift over 1 ns in double precision. The amount of drift

can be compared to another common source of drift, namely nates, can only be observed for these same settings. LINCS
cutoff artifacts. Often plain cutoffs are use for nonbonded s computationally slightly more efficient than SHAKE, but
interactions, mainly for reasons of computational efficiency. this difference can probably be overcome by using over-
A plain cutoff for the Lennard-Jones interactions of 8.9  relaxation'® When the original LINCS paper was written, a
1.1 nm with a neighbor-list update interval between 10 and decade ago, LINCS was a factor of 4 faster than SHAKE.
20 fs introduces energy into the system at a rate of6fd  This difference has become much smaller, because modern
keT/ns per degree of freedom. Reaction-field electrostatics processors can more efficiently execute code with conditional
produces 1 order of magnitude more drift. statements such as SHAKE.

The amount of time spent in the constraint algorithm is A clear advantage of LINCS over SHAKE is its stability
relatively high in this system. For a protein in solvent the at large time steps. To show the performance of LINCS with
relative time for LINCS will be a factor of 24 lower. In large time steps villin was simulated with all hydrogens
single precision it does not make sense to increase the ordereplaced by virtual sites or angle constraifigith time steps
of matrix expansion above 6, since all further terms in the of 2, 4, and 5 fs. The results are shown in Table 2. For
matrix are beyond the numerical precision compared to the maintaining the constraint and integration accuracy with
first terms. Already for the case with two iterations and increasing time step, the order of the expansion and/or the
expansion order 6 the energy drift is unmeasurable in singlenumber of LINCS iterations need to be increased. This also
precision, whereas in double precision there is a clear, increases the computational effort slightly, but LINCS still
although very small, negative drift. This is because in single takes a negligible amount of the total run time.
precision numerical rounding errors cancel the small analyti-  To illustrate the performance of P-LINCS, T4-lysozyme
cal error of the LINCS algorithm. The effect of the old way in a rectangular box of 5.% 6.7 x 5.2 nm? with 5000
of constraining the velocities, using the changes in coordi- SPC water moleculésand 8 Ct ions was simulated with
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Table 3. Performance of P-LINCs on Lysozyme in Water (See Text for Details) without and with Virtual Sites as a Function
of the Time Step (Atf) and the Number of Domain Decomposition Cells, except for pd4 Which Is Particle Decomposition over
4 Processors?

constraint time (ms) speed (ns/day)
virtual sites At, fs N order RMSD, 10 1 pd4 4 16 32 1 pd4 4 16 32
no 2 1 4 0.21 24 2.4 3.8 5.7 8.8 3.0 10.2 11.8 41 70
yes 2 1 4 0.26 2.3 2.3 3.3 4.9 7.6 3.0 10.2 11.8 40 69
yes 2 1 6 0.07 25 25 3.6 5.9 9.0 3.0 10.2 11.6 40 67
yes 4 1 6 0.29 25 25 3.6 5.9 9.0 5.3 18.1 21.2 70 117
yes 5 1 6 0.47 25 25 3.6 5.9 9.0 6.3 215 25.1 83 137

2 RMSD is the relative deviation of the constraint lengths, constraint time gives the time used by the constraint algorithms (LINCS/P-LINCS
plus settle for water) in one integration step summed over all the processors, and speed is the simulation time per day. Benchmarks were
performed on a 2.2 GHz AMDG64 cluster with Infiniband interconnects.

the GROMOS 53a6 force-fiell with united aliphatic neighbor-list update frequency to improve perform ace. This
carbons. To create a computationally demanding test casewas not done here to keep the simulations comparable.
for P-LINCS, a plain cutoff of 1.1 nm was used for the As mentioned before, the P-LINCS communication is
Lennard-Jones interaction and the reaction-field electrostatics,latency limited. For the lysozyme system with a matrix
with a neighbor-list update every 20 fs. These settings do expansion order of 6, the number of atoms to be com-
not lead to very good energy conservation. Tapered cutoffsmunicated between the different cell boundaries varies
and/or particle-mesh Ewald electrostatics provide much betterbetween 0 and 330 for 4 cells and between 0 and 130 for 16
energy conservation, but are, in the GROMACS package, or 32 cells. This means that in single precision the largest
computationally roughly twice as expensive, since tabulated message is 4000 bytes for 4 cells and 1600 bytes for 16 or
instead of analytical potentials need to be used. This will 32 cells. With an all-atom force field there are twice as many
lower the relative computational cost of P-LINCS and is constraints, and, therefore, the numbers double. With hy-
therefore a less demanding benchmark for P-LINCS. drogen angle vibrations removed the numbers are twice as
Timings for P-LINCS only and the complete simulation, small, also for an all-atom force-field, since most constraints
without and with virtual sites, are shown in Table 3 using a involving hydrogens dissappear. For such message sizes the
preliminary version of the GROMACS 4.0 package with communication is latency limited on any system. The
load-balanced domain decomposition. The order of the message size depends mainly on the cell size. As the cell
expansion for P-LINCS needs to be adjusted with increasing size increases, the message size also increases. Thus for large
time step, which leads to a marginally higher computational cells the communication may no longer be latency limited.
cost. The time for the constraint algorithm includes the time But since the computational cost for the forces and con-
used by SETTLE for the water molecules. This combination straints is proportional to the volume of the cell and the
of algorithms does not cause load imbalance, since SETTLEnumber of atoms for constraint communication proportional
does not communicate and is done after P-LINCS. Processorgo its surface, the P-LINCS communication will never be a
that have a lot of water molecules to constrain have less limiting factor.
protein constraints, and the two algorithms roughly balance
out during the last LINCS iteration. One can see that the \/. Conclusions

time for P-LINCS increases with an increasing number of p_| INCS is a parallel constraint algorithm which gives
processors/cells. This is not due to the extra constraints acrosghinary) identical results to the nonparallel algorithm LINCS.
the cell boundaries but nearly only due to communication. |t therefore has the same high stability. Its implementation
When going from 4 to 32 processors the domain decomposi-on top of LINCS is straightforward, requiring only the coding
tion goes from 1D to 3D, requiring from 1 to 3 communica- of some bookkeeping and communication. The treatment of
tion steps per iteration. Since the time for a communication yncoupled angle constraints has been improved compared
step in P-LINCS, which is latency bound, stays nearly to the original version of the LINCS algorithm. The
constant, the P-LINCS time increases with the dimensionality computational cost of P-LINCS increases with the dimen-
of the domain decomposition. However, even on 32 proces-sjonality of the domain decomposition grid, since the
sors P-LINCS still only takes 10% of the computation time. communication is latency limited. But the time spent in
This number will halve when more accurate cutoff schemes p_| INCS is negligible on the total run time. The computa-
are employed, even when an extra P-LINCS iteration is usedtjonal cost increases logarithmically with the required ac-
for more accuracy. For comparison LINCS results are shown curacy. For a typical protein simulation with the GROMACS
with particle decomposition on 4 processors, which is slightly package the total cost of P-LINCS with full 3D domain
slower than domain decomposition. Particle decomposition decomposition is between 4% and 10%, depending on the
without parallel constraints is limited to 4 processors, since treatment of the electrostatics. In other packages this could
already on 5 processors there is a load imbalance when oneye significantly less, since in GROMACS the force calcula-

processor needs to take care of the whole protein. It shouldtion is very efficient due to assembly SSE/SSE2 force loops.
also be noted that with a time step of 5 fs the neighbor list

is updated every 4 steps, which is costly. In practice one Acknowledgment. The author thanks David van der
would increase the neighbor-list cutoff and decrease the Spoel and Erik Lindahl for stimulating discussions.
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Abstract: The & — a* transitions of more than 100 organic dyes from the major classes of
chromophores (quinones, diazo, ...) have been investigated using a Time-Dependent Density
Functional Theory (TD-DFT) procedure relying on large atomic basis sets and the systematic
modeling of solvent effects. These calculations have been performed with pure (PBE) as well
as conventional (PBEO) and long-range (LR) corrected hybrid functionals (LC-PBE, LC-wPBE,
and CAM-B3LYP). The computed wavelengths are systematically guided by the percentage of
exact exchange included at intermediate interelectronic distance, i.e., the Amax value always
follows the PBE > PBEO > CAM-B3LYP > LC-PBE > LC-wPBE > HF sequence. The functional
giving the best estimates of the experimental transition energies may vary, but PBEO and CAM-
B3LYP tend to outperform all other approaches. The latter functional is shown to be especially
adequate to treat molecules with delocalized excited states. The mean absolute error provided
by PBEO is 22 nm (0.14 eV) with no deviation exceeding 100 nm (0.50 eV): PBEO is able to
deliver reasonable estimates of the color of most organic dyes of practical or industrial interest.
By using a calibration curve, we found that the LR functionals systematically allow an even
more consistent description of the low-lying excited-state energies than the conventional hybrids.
Indeed, linearly corrected LR approaches yield an average error of 10 nm for each dye family.
Therefore, when such statistical treatments can be designed for given sets of dyes, a simple
and rapid theoretical procedure allows both a chemically sound and a numerically accurate
description of the absorption wavelengths.

123

phosphorescence) or to the nature of the implied excited

Though dyes could be classified with respect to the chemical states £ — a*/n — x*), one generally groups them
process generating the color (absorption/fluorescence/according to the nature of their chromophoric unit (Figure
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1)173 The two major families of organic dyes with industrial

" applications are 9,10-anthraquinones (AQ) and azobenzenes
(AB), that represents about 30% and 60% of today’s world
dye production, respectively® The longest wavelength of
maximal absorptioni(ay of AQ covers all the visible region
of the electromagnetic spectrum, depending on the nature
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IG-j IG-k

Figure 2. Studied indigoids derivatives.

initio tool for modeling electronic spectra of structures is
the time-dependent density functional theory (TD-DFT).
TD-DFT calculations can incorporate environmental effécts
and quickly give UV/vis spectra for most orgatficz® and
inorgani@®?” dyes. Still, meaningful results can only be
attained with a selection of adequate exchange-correlation

and position of the auxochromic group(s) substituting posi- functionals. It is recognized that conclusions obtained with
hybrid functionals tend to be in better agreement with

tions 1-to-824 AB are extremely versatilgwith applications . .

. ) o experimental trends than the values computed with pure
going from core of media storagef central building blocks functionals. Hybrids, originally proposed in the 1990
in molecular motor§~.79f COUrse, geveral other chromophores include a fraction ¢) of exactexchange that is computed
related to more specific gpphpaﬂo_ns can be pmppmted: 1) with the Hartree-Fock (HF) exchange formuP&.4° Despite
naphthc;qumones (NQ)' implied in sever-al- medicinal pro- their countless successes, hybrids also encounter problems
cgsse§; (@) coumarins (CO), Fhe mos_t eff|C|ent fluorescent that seem (mostly) independent of the functional selected.
brighteners’” (3) diphenylamine derivatives (DPA), the Typical troublesome properties include van der Waals
typical hair dyes with important biological properti€s?  ¢,c0q41 hond length alternation (BLA) in semiconducting
(4) diarylethenes (DA), the prototype molecular switéh? polymers*243 nonlinear optics (NLO) properties of long
and (5) indigoids derivatives (IG, Figure 2) which give loads z-conjugated chain&* and charge-transfer electronic
of structures with several substitution patterns of the outer ¢ ansitionst’46-4° |n these four cases, no singte value
phenyl rings, of the heteroatoms, as well as different types proyides a small (or consistent) error for increasingly large/
of linkage between the two parts of the molecul@evelop-  gpaced compounds. In fact, these DFT limitations have a
ing molecular modelization approaches allowing an accurate common origin: the so-called shortsightedness of DFT
prediction of the color of dyes is still a major challen§e,  functionals. In other words, the density is not influenced by
because, on the one hand, the average human eye is able t§ change in the nearby electronic distributféf’48 To
tell apart shades differing by 1 nm only, and, on the other cjrcumvent these shortcomings, several strategies have been
hand, actual stains are medium-sized molecules, possess gesigned and applied to the problems listed above: the
dozenr-electrons, and are very sensitive to the environments. correction(s) of the self-interaction er®r52 the inclusion
Therefore, large-scale highly correlated ab initio approachesof the current-density in the formalista>* the addition of
such as EOM-CC, MR-CI, or CAS-PT2 remain out of empirical dispersion ternf8;¢ and the use of optimized
today's computational reach. Consequently, one could beeffective potential for exact exchartg&® as well as the
inclined to select customized semiempirical approaches suchexplicit consideration of long-range effects (LR)8 This
as ZINDO, but the consistency of such schemes is often latter scheme leads to thmange-separatedhybrids that use
disappointing:”~1® Currently, the most widely applied ab a growing fraction of exact exchange when the interelectronic

I1G-a

Figure 1. Sketch of the chromophores investigated in this
study.
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distance increases (see section Il). In contrast, the hybridsstatistical treatment of the theoretidala, before concluding

in which the amount of HF exchange is constant all over in section IV.

the space will be referred to aglobal hybrids in the

following (corventionalor full-range exchangéybrids have  1l. Methodology

also been used in the literature). It has been demonstratedn range-separated functionals, the Coulomb operator is
that range-separated hybrids are very efficient for calculating partitioned a%0.63.65

BLA® or NLO®.67.6882838hroperties in conjugated polymers

as well as for determining properties of weakly bond 1 _1-[atperf(or,)] L e + p erfwr,,)

complexe& 7%80r charge-transfer states in large molecular Mo r Mo
systemg$68.7477.81 Nevertheless, there have been only a few

works establishing the abilities of TD-LR-DFT to reproduce Wherew is the range separation parameter, whiland o
experimental UV/vis spectra for a statistically meaningful + / define the exact exchange percentageat 0 andri.

set of compounds: (1) comparisons of global and range- = @, respectively. Ineq 1, & o+ < 1,0=<a < 1, and
separated functionals performances for the vertical transitionsQ < S = 1, are three conditions to be satisfied. Equation 1
of C=0, N, CH4, H,0, CsHs, and HC=0 demonstrated leads to the partitioning of the total exchange energy into
that, while Rydberg'’s states are much better described with Short-range and long-range contributions:

the latter, differences remain small for valence excited st e

states$#7385(2) the emission properties of low-lying excited- E=ETE 2
states of small molecules have also been investigated, an
similar conclusions have been dra#(3) we have studied
the localizech — z* transitions in nitroso and thiocarbonyl
dyes, and it turned out that all hybrid functionals lead to a
quite similar accurac$® (4) the Amax of four CO dyes are
more accura.;f with global TD—D*FT thgr_w with (unmodifi_ed) plied to B3LYP)® Both LC models usex = 0 andj3 = 1
TD-LR-DFT (5) for thex — transitions of 15 AQ, it in eq 1, i.e. short-range semilocal DFT exchange is combined
has been found that range-separated hybrids are further awa

f . tal val than their alobal ; s b t\With long-range HF exchange integrals. Sincet = 1,
rom experimental vaiues than their giobal counterparts but , exchange potential in LC functionals has the exact
offer a much smaller statistical dispersion of the results,

. . ; . asymptotic behavior. Note that in L@GPBE, the short-range
allowing more valid chemical insights;and (6) on the ymp g

i o . exchange functional can be rigorously deri%ed by
contrary, T[.)'LR'DFT brings no significant correction fof integration of the model exchange héiééIn CAM-B3LYP,
cyanine derivatives, as these dyes present a strong multide

. o = 0.19 andS = 0.46 are plugged in, and the exact

terminantal naturé: asymptote of the exchange potential is lost, while a larger

In this paper, we perform a critical assessment of the percentage of HF exchange is included at short range. The
efficiency and consistency of range-separated hybrids for range separation parameterin LC-PBE and CAM-B3LYP,
computing the maimr — z* transition of industrial organic s set to the standard 0.33 bohwvalue, whereas for LC-
dyes. The generic chromophores we have considered arg,pBE, we use the optimized 0.40 bohwvalue from refs
depicted in Figure 1. It is worth pointing out previous TD- 77 and 78. Recently, such 0.40 bohwalue has been
DFT investigations for these compounds. For AQ, the zgvocated by Fromager and co-work&mwhereas Hirao et
performance of global hybrids has been assessed in refs 194 proposed a reoptimized value of 0.47 bdHor reaction
22, 46, and 8993, while our previous work used TD-LR-  parriersi?s As our goal is to assess the merits of range-
DFT 2 Numerous computations of the UV/Visible spectra separated and global hybrids for visible spectra simulations,
of AB based on TD-DFT have been publisi€&™*butto e have also performed time-dependent calculations with a
our best knowledge none used range-separated hybrids. NQpure functional (PBEY*a global hybrid (PBEO, that contains
DPA, and IG have recently been tackled by two of us in 2504 of exact exchangé}* and the HF approach (in this
refs 99, 100, 101, and 16205, respectively. For CO, one  paper HF results are obtained through the TD-HF approach).
finds severalinvestigations performedwithglobal hybtisi®*  Readers interested in the results of other global hybrids, such
but only one used range-separated functionals and wasas the archetype B3LYP, are refered to 89 for AQ, 109 for
limited to four molecule$® The transition spectra of the cQ, and 105 for IG. The evolution with, of the exact
photochromic DA switches have also been thoroughly exchange percentage used in the six considered models is

)

qn this paper, three range-separated functionals have been
used: (1) the LC (LC: long-range correction) scheme of
Hirac®! applied to the PBE functionat? (2) the LCwPBE
functional by Vydrov and Scuseridand (3) Handy’s CAM-
B3LYP (CAM-B3LYP: Coulomb-attenuating method ap-

investigated, though only with global hybrigfs.11412%n sketched in Figure 3All calculations have been performed
fact,. .the molecules in Flgyres 1 and 2 include most of the ith the Gaussian03 suite of prograf@sexcept for the LR-
families selected by Guillaumont and Nakanf@rgwe DFT calculations that were carried out with a development

excluded cyanine-like dyes that present a multideterminentalyersion of Gaussiak® using their standard TD-DFT pro-
nature) but with (much) more structures in each subset.  cedure (ref 129). For each system, the ground-state structure
This paper is organized as follows. In section II, we briefly has been determined by a standard force-minimization pro-
summarize our computational approach. In section IllA, the cess, and the vibrational spectrum has been determined to
spectra of the various families computed with several pure, systematically check that all vibrational frequencies are real.
global, and range-separated hybrids are compared to experiAll these ground-state calculations have been performed with
mental data. In section 11IB, we examine the possibilities of PBEOQ using a triple: polarized basis set, 6-311G(d,p), that
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get the best theory/experiment matéhHowever, a sys-
tematic computation of such vibronic effects is not practically
feasible for our very extended set.

100 | HE

80
I1l. Results

A. Comparisons with Experiments. The Anax computed for
24 typical AQ dyes are reported in Table 1. For all com-
pounds, the absorption wavelengths systematically obey:
PBE > PBEO> CAM-B3LYP > LC-PBE > LC-wPBE >
HF. This means that the larger the exact exchange ratio at
20 intermediater;, (see Figure 3), the smaller the calculated
Amax FOr nitroso and thiocarbonyl compounds, such a
0 PBE systematic relationship could not be unravefiégdrobably
due to the more localized nature of the transition in these

o 1 2 s 4 s 6 — 7* chromophores: the mixing percentage at smaller

Interelectronic distance (au) distances had a larger influence. Consistently with our
previous studie$’828%°0PBEQ yieldsAmax in very good
agreement with experimental trends for the short-wavelength
dyes, but the discrepancies significantly increase for the
compounds with the smallest transition energies. Indeed, in
is known for providing converged ground-state structural the lower part of Table 1, it is PBE that yields the best
parameters for the largest majority of the compoulied32 estimates. For the 24 AQ, we obtain mean signed errors
In previous investigations, we have demonstrated that PBE0Q/(MSE, experiment-theory) of 12771, 12, 67, 85, and 53
6-311G(d,p) geometries are perfectly adequate for mostnm for HF, PBE, PBEO, LC-PBE, L&PBE, and CAM-
classes of organic dyes investigated Héf8;10%105122and B3LYP, respectively. The corresponding mean absolute
we refer the interested readers to these publications forerrors (MAE) amount to 127, 74, 19, 67, 85, and 53 nm,
discussion of the basis set effects. TD-DFT is then used toindicating that LR-DFT and HF systematically underestimate
compute the three-to-eight first low-lying excited states of the Amax Consistently with the findings of ref 82, PBEO is
each dye. The resulting electronic excitations have a strongclearly closer to experiment, with a MAE less than half of
7 — m* character associated with a large oscillator force. the second competitor, namely CAM-B3LYP. However, the
We have systematically selected the 6-3Gl(2d,p) basis ordering of the compounds is also crucial for an efficient
set for these TD-DFT calculations, as it yields perfectly molecular design. Range-separated functionals provide the
convergedmax for 1G,102103DPA 101 NQ % and DAIB122dyes. valid 1,4-OH > 1-NH; classification whereas PBEO does
For AQ, a smaller basis set would even be enough to attainnot, but the reverse situation also appears (1,2-OH versus
the saturation of transition energi®€° Therefore, we are  1,8-OH), and cases can also be noted in Table 1 for which
very confident that all results presented here would not haveall approaches fail (2-OMe versus 1,2-OMe).
been significantly affected by a further extension of the basis The situation differs in Table 2 where the spectra of
sets. At each step, the surrounding effects have been included\B derivatives are listed. Model and real-life AB have
by means of the Polarizable Continuum Mot#€hs valuable been considered, though we have not included OH substit-
theory/experiment comparisons indeed require simulation of uents in the panel as such hydroxy-AB tend to undergo
the solvent. Two models have been used the default IEF-tautomerism that might impede straightforward theory/
PCM and the conducting PCM model (C-PCM). Computa- experiment comparisons. On the contrary, several ppsh
tional details might slightly vary from one dye family to molecules (4-N@ 4-NH,, and alike) having a strong
another (radii used to build the cavity, use of smoothing charge-transfer character are tackled in Table 2. As for AQ,
spheres, etc.) because we have set these computationahe methodological ordering @fnax follows the amount of
parameters in order to maintain consistency with previously exact exchange at medium interelectronic distance. Never-
published data. Nevertheless, this should have a completelytheless, CAM-B3LYP has now a slight edge over PBEQO,
negligible impact on the computed wavelengthsin this and the accuracy difference between thg obtained with
paper, we have selected the so-called nonequilibrium pro-global and range-separated approaches becomes less striking
cedure for TD-DFT calculations, that has been specifically than for the AQ listed in Table 1. Indeed, we obtain MAE
designed for the study of absorption procesies. (MSE) of 64 (64) nm, 9090) nm, 25 20) nm, 33 (33)

In many cases, several experimental values are availablenm, 46 (46) nm, and 20 (15) nm for HF, PBE, PBEQO,
and the values reported in Tables-3 correspond to the LC-PBE, LCwPBE, and CAM-B3LYP, respectively. In
average measure. The selection of the theoretical wavelengtffact CAM-B3LYP is particularly efficient for structures
is often straightforward: it is the first transition with a presenting a smallmay, and the theory/experiment discrep-
significant oscillator forcé?:9%-105110.123n fact, to perfectly ancy tends to increase when going down the column. Note
simulate experimental results, the main missing componentsthat for both AB having @max > 500 nm, PBEO is closer
are the vibronic couplings. Indeed, in some cases, theto the experimental reference than the three range-separated
inclusion of Franck-Condon factors could be essential to functionals: the description of charge-transfer dyes is not

Exact-exchange percentage

Figure 3. Evolution of the percentage of exact exchange
included as the function of the interelectronic distance for the
six models considered.
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Table 1. 9,10-Anthraquinone (AQ) Main Visible Transition, Obtained with the IEF-PCM-TD-X/6-311+G(2d,p)//
IEF-PCM-PBE0/6-311G(d,p) Approach?

subst solvent HF PBE PBEO LC-PBE LC-wPBE CAM-B3LYP exp ref
none ethanol 250 377 321 280 271 294 322 4
2-Me ethanol 252 380 324 282 272 296 324 4
1-Me ethanol 259 399 339 291 280 306 331 4
2-Ome ethanol 286 491 391 328 312 348 363 4
1,2-OMe ethanol 279 482 386 323 307 341 374 4
1-Ome ethanol 279 480 387 333 317 347 378 4
2-OH ethanol 285 507 389 327 311 347 378 4
1-OH ethanol 291 479 398 347 330 360 402 4
1,2,3-OH ethanol 284 471 395 346 328 359 414 4
1,3-OH ethanol 297 491 408 357 339 371 418 4,136
1,8-OH ethanol 302 505 419 368 349 380 429 4
1,5-OH ethanol 300 502 417 361 343 376 432 4
1,5-OH,3-Me ethanol 299 498 415 360 342 374 433 137
1,2-OH ethanol 299 524 426 359 340 376 435 4,136
1,3,8-OH,6-Me ethanol 309 522 433 381 360 394 436 4
2-NH, ethanol 311 587 459 370 349 396 449 138
1,3,6,8-OH ethanol 316 548 451 394 371 408 452 4
1-NH; ethanol 327 557 463 394 374 413 476 138
1,4-OH ethanol 336 530 456 408 389 418 480 4
1,2,4-OH ethanol 332 534 456 406 387 417 483 4
1,4,5-OH ethanol 343 549 469 420 399 430 489 4
1,4,5,8-OH ethanol 365 587 504 454 431 464 560 4
1,4-NH ethanol 404 577 522 474 456 486 592 136
1,4-NHEt ethanol 437 626 568 516 496 528 642 10
2 PBEOQ values are taken from ref 19. All values are in nm.
Table 2. Amax (nm) of Azobenzenes (AB) Computed with the C-PCM-TD-X/6-311+G(2d,p)//C-PCM-PBE0/6-311G(d,p)
Scheme
subst/compound solvent HF PBE PBEO LC-PBE LC-wPBE CAM-B3LYP  exp ref
none EtOH 297 377 342 310 300 325 320 139
4-F EtOH 295 381 345 313 302 326 320 139
4-Me EtOH 301 388 350 316 306 331 323 139
4-Br EtOH 300 403 355 316 305 332 325 139
4,4'-F EtOH 294 386 347 315 304 328 325 139
4,4'-Br EtOH 303 425 367 322 310 339 326 139
4-phenylazomaleinanil CHCl3 302 406 357 318 308 334 329 2
4,4'-Me EtOH 304 396 357 322 311 337 330 139
4-OMe EtOH 306 414 366 329 318 343 344 136,139
4,4'-OMe EtOH 312 433 380 341 329 356 355 136,139
4-NH, MeOH 330 445 399 360 348 375 386 2
4,4'-NH. EtOH 342 475 422 377 363 394 399 136
4-NMe> MeOH 334 477 418 371 357 387 408 2
4-NHPh EtOH 335 524 438 372 357 394 411 2
6'-OBu,2,6-NHy,3,3'-azopdipyridine MeOH 330 442 401 377 366 383 435 2
2'-NH,-azobenzenenaphthalene MeOH 376 496 451 411 397 427 439 2
4-NOy, 4'-NH; 50% EtOH 365 603 483 402 389 428 443 2
2,4-NH,-azobenzenenaphthalene EtOH 338 476 441 381 370 386 451 2
4-NO>, 4'-N(Et)(CH2CH2CN) MeOH 358 629 492 399 384 428 455 2
4-NO>, 4'-NHPh 50% EtOH 363 700 527 408 392 442 483 2
4-NO>, 4'-N(Et)(CH2CH,0H) 50% EtOH 369 662 513 415 399 443 503 2
4-NO3y, 2-Cl,4'-N(Et)(CH2CH,0H) 50% EtOH 372 666 525 425 410 467 517 2

systematically improved by inclusion of LR terms. Finally,

noteworthy mismatch could be detected-QBu,2,6-NH,

3,3-azopdipyridine versus 4H,): all approaches, but

LC-wPBE, disagree with experiments.

Table 3 summarizes our results for a 12 NQ set containing
the molecular ordering is generally correct although one several 2,3-substituted structures that are known to be
particularly problematic for global hybrid€® For these dyes,
CAM-B3LYP outperforms PBEO, but the reverse is true for
NQ with auxochroms at positions 5 and 8. One can also note
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Table 3. First mr — sr* Transition in 1,4-Naphthoquinone (NQ, C-PCM, Top) and Coumarins (CO, IEF-PCM, Bottom)?2

subst solvent HF PBE PBEO LC-PBE LC-wPBE CAM-B3LYP exp ref
1,4-Naphthoquinone
2,3-Cl methanol 258 412 349 296 283 316 337 140
2-OH chcls 252 384 328 287 276 303 338 4,141
2,6-OH ethanol 307 512 427 379 357 397 390 136
5-OMe CHCl3 281 521 411 350 330 368 396 4,141
2,3-Me,6-NH; cyclohexane 306 586 457 382 357 409 410 142
3,5-OH CHCls3 300 480 408 368 349 379 419 4,141
2,5-OH CHCl3 303 522 431 381 357 394 430 4,141
2,3-OH CHCl3 322 582 478 434 401 443 439 4,141
2-NHMe,3-ClI cyclohexane 320 619 494 434 399 449 454 143
2-OMe,5,8-OH CHCl3 353 554 481 430 408 442 475 141
2-Cl,5,8-OH CHCl3 359 561 495 440 418 454 494 141
5-NH2, 8-Ome cyclohexane 361 599 515 464 438 479 564 142
Coumarins

4,7-OH (enol) methanol 249 316 287 274 269 278 309 144
4-Me (enol) ethanol 256 323 291 274 268 279 309 145,146
4-Me,7-OMe (enol) water 260 340 303 285 278 290 322 147,148
4-Me,7-OH (enol) water 261 337 303 284 277 288 323 147-150
7-OMe (enol) water 266 341 306 290 283 295 324 151,152
4-Me,7-OH (cation) water 274 374 330 307 301 312 345 147,149
4-Me,7-OMe (cation) water 273 376 328 309 302 314 352 147
3-CN,7-OH (enol) methanol 284 363 331 315 308 319 355 153
4-Me,7-OH (anion) water 296 405 360 338 330 344 360 149,154,155
3-CN,7-OH (anion) water 315 398 369 363 357 363 408 153

2 All values are obtained through the PCM-TD-X/6-311+G(2d,p)//PCM-PBE0/6-311G(d,p) and are in nm. PBEO values are from refs 99, 100,
and 110 for NQ and CO, respectively.

Table 4. Diphenylamine (DPA, C-PCM, Top) and Diarylethenes (DA, IEF-PCM, Bottom) Anax (nm), Obtained with the
PCM-TD-X/6-311+G(2d,p)//PCM-PBE0/6-311G(d,p) Scheme?

diphenylamine

subst solvent HF PBE PBEO LC-PBE LC-wPBE  CAM-B3LYP exp ref
none hexane 248 320 284 273 265 280 286 156
4-NO; hexane 270 442 364 319 307 339 358 156—160
2,2",4,4'-NO> ethanol 290—245 494—-462 409—-358 362—305 346—295 380—323 402—358 136,140,161
4,4'-NO; methanol 296 499 412 354 340 380 404 162
2,4'-NO; ethanol 296—258 532—455  434-364  370—310 352—-300 397-331 407—-353 161,163,164
2,4-NO, hexane 273—251 490—417 393—-343 344—299 327—288 361—318 411-340 159
2-NO; hexane 289 497 416 364 346 384 415 156,158—160
2,2'-NO; hexane 286 509 417 362 343 383 420 158
2,6-NO; methanol 286 514 419 355 349 379 424 162
diarylethenes
R1, R2 solvent HF PBE PBEO LC-PBE LC-wPBE CAM-B3LYP exp. ref
Cl, Cl Hex 385 541 485 432 410 448 444 165,166
Cl, Ph ACN 415 595 535 461 438 484 485 167
COOH,COOH MeOH 440 700 599 509 477 537 531 165,166
Ph, Ph Benz 456 687 605 507 479 537 531 165
COOEt,COOEt ACN 429 670 578 496 465 520 540 167
p-Pyr., p-Pyr. THF 468 744 636 525 494 559 551 168
CHO, CHO Benz 471 791 670 563 522 592 580 165,166

2 PBEO figures are from refs 101 and 88 for DPA and DA, respectively.

systematic inversions (2,3-Cl versus 2-OH), but none of the 99, 22, 42, 64, and 28 nm (the MSE are 1199, —11, 42,
proposed approach allowslaa.x classification clearly more 64, and 26 nm). These values are in the line of the results
appealing. Indeed, depending on the compounds, smallerobtained for AQ, although differences between PBEO and
(2,6-OH versus 5-OMe) or larger (2-NHMe,3-Cl versus CAM-B3LYP are strongly reduced for NQ.

2-OMe,5,8-OH) proportion of exact exchange might help.  The spectral data obtained for 10 neutral and charged CO
Going from left to right in Table 3, we obtain MAE of 119, are given in Table 3. The evaluation of the visible spectra
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Table 5. Indigoids (IG) Main Visible Transition, Obtained with a IEF-PCM-TD-X/6-311+G(2d,p)//IEF-PCM-PBEO/
6-311G(d,p) Scheme?

structure subst solvent HF PBE PBEO LC-PBE LC-wPBE CAM-B3LYP exp ref

IG-a, X=X'=NH  none CCly 400 651 572 519 490 525 594  169-172
4,4'-Cl CHCl3 402 664 580 524 494 531 605 173,174
4,4'-aza EtOH 414 653 574 528 500 532 600 175
5,5'-NO, TCE 383 637 550 503 475 507 580 176
5,5'-Br CHCl3 407 708 599 534 502 542 611 173,174
6,6'-NO2 TCE 433 820 647 553 522 571 635 176
6,6'-Br TCE 399 636 569 519 490 524 588 176—178
7,7-Me CHCl3 406 671 586 527 498 534 612 174,179
7,7'-aza EtOH 370 624 539 490 461 494 556 175

X=X'=S none CHCls 354 655 544 465 428 483 546  180—187
4,4'-Cl benzene 356 646 546 467 431 484 548 188
5,5'-NO, benzene 348 634 531 461 425 475 513 189
5-OEt,5'-NO,  benzene 367 841 603 487 447 512 562 190
5-OEt,6'-NO,  benzene 377 888 631 497 456 526 578 191
6-NO2 benzene 365 725 572 477 439 499 561 191
7,7'-Br benzene 353 663 546 464 428 481 546 192

X=X'=NMe none benzene 430 692 602 556 526 557 644 193

X=X'=0 none CycloHex 292 524 430 379 358 386 413 194

X=X'=Se none benzene 354 647 568 471 433 496 562 195,196

X=NH, X'=S none benzene 376 657 556 488 456 501 574 197

IG-b none CHCls 339 560 494 448 415 454 505 185,186

IG-c none CHCl3 327 529 456 418 387 424 458  185—187,198

IG-d none CHCl3 323 550 472 427 392 434 467 187

IG-e none DMSO 324 438 395 366 353 374 413 134

IG-f none DMSO 346 582 490 438 415 446 516 134

IG-g none DMSO 329 556 444 371 357 391 455 134

IG-h, X=NH none DMSO 385 649 536 473 448 488 551 134

IG-h, X=S none Benzene 364 631 517 441 413 461 505 197

IG-i none DMSO 391 626 519 437 417 461 491 134

1G-j none methanol 256 368 325 298 290 305 355 199

IG-k none methanol 212 321 285 266 258 271 317 199

2 More details can be found in refs 102—105.

of amino-CO is very challenging as both state-specific PBEO but 27 nm for CAM-B3LYP (other schemes pro-
solvation and vibronic coupling could play a significant duce even larger average errors). Some DPA present two
role 112113 Therefore, only hydroxy-CO are included in our peaks, and the only drawback of PBEO is that the separa-
set. As for the other dyes, HF (PBE) provides the smallest tion between these two absorptionsi] is 70 nm instead
(largest)imaxand hybrids stand in between, with wavelengths of 54 nm for 2,4-NO,-DPA but 50 nm instead of 71 nm
almost proportional to the exact exchange percentage atfor 2,4-NQ,-DPA. However, this problem cannot be cor-
intermediater;,. For CO, PBE, and PBEO yield about the rected by LR-DFT nor PBE nor HF. For the DA of Table 4,
same accuracy but with opposite signed errors. Indeed thethat are characterized by a very delocalized first excited
MSE are 67;-17, 20, 37, 43, and 33 nm for HF, PBE, PBEO, state!?® we have the reverse situation with a large error
LC-PBE, LCwPBE, and CAM-B3LYP, respectively, while  with PBEO (MAE=64 nm), whereas LR-DFT are closer to
the MAE is equal to the MSE but for PBE (19 nm). All the experimental data, especially CAM-B3LYP that provides
hybrids reproduce quite accurately the effect of protonation a MAE of 8 nm and a maximal discrepancy limited to 20
with predicted bathochromic shifts of 2& 2 nm to be nm.
compared to the experimental values of 22 (4-Me,7-OH Table 5 lists the results for more than 30 dyes of the 1G
CO) and 30 nm (4-Me,7-OMeCO). A basic medium  family. For thioindigo (¥=X'=S) derivatives, the PBEO
modifies theimax of 3-CN,7-OH-CO by 53 nm, that is  functional has been found astonishingly effici€hbut is
correctly reproduced by LC-PBE (48 nm) and k?BE (49 less accurate for indigo 6¢X'=NH) dyes for which B3LYP
nm) but underestimated by HF (31 nm), PBE (35 nm), and was more adequat€ In the indirubin/isoindigo series (IG-
PBEO (38 nm). However, for 4-Me,7-OH CO, all hybrids e-IG-i), no global hybrid functional gives the correct ordering
exaggerate the impact of the enol-anion reaction. of the compound&® In the IG-a series, modifying only the
Although DPA dyes show a significant charge-transfer X and X atoms leads to the followingmax ordering (in the
character, global hybrids like PBEO provide very accurate nonpolar aprotic solvents used here): NMe,NMeNH,-
Amax Probably because the distance between the electronNH > NH,S > Se,Se> S,S > 0,0. This order is not
donor and the electron acceptor is rather sifallTable reproduced by HF (that predicts no difference between thio
4 confirms this conclusion with a MAE of 8 nm for and selenoindigo), nor PBE (that incorrectly foresees a bigger
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Amax for sulfur than amine-based compounds) nor PBEO (that Table 6.
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Statistical Analysis for the AQ, AB, and IG

reverses the order of XX'=Se and X=NH, X'=S), but is Series?

correctly predicted by the three range-separated functionals, with linear
a significant chemical success. Of course, for these six without fit correction
structures, the PBEO wavelengths are always much closertamily method MSE MAE RMS R MAE RMS
to experiment than LR-DFT. However, relat|v_e changes are AQ  HF 127 127 132 097 11 14
also better r_eproduced by LR-DFT. For_ |n.stance, the PBE 7 80 078 28 36
yva\_/ele_ngth dl_fference between the selen0|nd_|go_an_d OXy- PBEO 12 19 27 096 12 15
indigo is 3.0 times larger than th&l,.« Separating indigo LC-PBE 67 67 71 0098 8 10
and its N-Me form (149/50 nm). This ratio is exaggerated LC-wPBE 85 85 89 099 8 9
by PBEO (4.6) but reasonably reproduced by LC-PBE (2.5), CAM-B3LYP 53 33 58 098 8 10
LC-wPBE (2.4), and CAM-B3LYP (2.8). Concerning the AB HF 64 64 75 089 15 21
substitution of the outer-phenyl rings, all hybrid schemes PBE -90 90 103 083 22 27
provide the correct ordering for thioindigo and indigo but PBEO -20 25 27 093 12 17
for some cases in which the experimental data are extremely LC-PBE 33 33 43 095 10 14
close (within 1 or 2 nm). In the Wille and'lttke “linkage” LC-0PBE 46 46 54 09 10 14
seriest**all IG-e - 1G-i, HF, PBE, PBEO, and CAM-B3LYP CAM-B3LYP 15 20 28 094 10 16
invert IG-i and IG-f, whereas LC-PBE and L&GPBE predict IG  HF 170 170 174 089 19 26
almost equal absorption wavelengths for these two dyes, that PBE —%6 9% 116 071 34 42
is certainly a major improvement. A couple of thioindigo PBEO 6 19 23093 17 21
structure®¥* for which PBEO produces the largest errors (5- LC-PBE 00 7209710 13
OEt,53-NO; and 5-OEt,6NO,) are overcorrected by LR- LC-wPBE 99 99 101 097 12 14

. CAM-B3LYP 58 58 60 098 10 12

DFT, and even CAM-B3LYP undershoots th&i.x by about HE 116 116 127 076 37 45
50 nm, confirming that the description of charge-transfer PBE 86 87 102 081 30 40
excited states is not systematically improved by range- PBEO 3 2 29 091 22 o8
separated functionals. Overall, the MAE are 170, 96, 19, 70, LC-PBE 5 52 58 094 18 23
99, and 58 nm for HF, PBE, PBEO, LC-PBE, L&PBE, LC-wPBE 71 71 78 094 18 23
and CAM-B3LYP, respectively. This confirms the superiority CAM-B3LYP 37 33 46 093 20 25

of PBEO for absolute wavelength estimations although LR-

chemical conclusions.

B. Statistical Treatment and Corrections. Statistical
analysis for the three main families (AQ, AB, and IG) and
the complete set of dyes are given in Table 6. A graphical
comparison is plotted in Figure 4 for the L&PBE
functional. It is clear that HF (PBE) considerably undershoots
(overestimates) the experimenigl. by 116 and 87 nm on
average. Hybrids perform significantly better for all dye
subsets (but CO). While CAM-B3LYP yields the smallest
MSE and MAE for AB and DA, PBEO appears more efficient
for the other five families. On average, for the full set (118
transitions), we obtain a MAE of 22 nm only with PBEO,
whereas CAM-B3LYP produces almost twice this error.

: k k 2 All include the complete data from Tables 1—-5. All values (but
DFT appears to be authorized to give more consistent R?) are given in nm.
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Nevertheless, the PBEO maximal deviations remain unac-
ceptably large:—74 and+90 nm. In the eV scale, the PBEO
MAE attains 0.14 eV and the RMS is 0.17 eV. As we have
considered a very extended and diverse set of dyes, this value _
can be regarded as a new ‘expected accuracy’ for organic//9ure 4. Comparison between the LC-wPBE and measured

dye design with TD-DFT. It is worth comparing this Amax (nm) for the full set.of transitions. The central line indicates
performance with the 0.19 eV (37 nm) MAE obtained with a perfect theory/experiment match.

B3LYP/6-31G by Guillaumont and Nakamura for a smaller ~ To check the consistency between experimental and
set of dyes. The two other extended studies are due to Fabianheoretical data, we have performed simple linear regressions
who reported B3LYP/6-31G(d) MAE of 0.29 and 0.24 eV on the different dye sets. Results are summarized in Table
for # — #* transitions in sulfur-free and sulfur-bearing 6. HF and PBE obviously provide much smaller correlation
molecules, respectively:'35The increased performance here coefficients than the hybrid approaches. Therefore, one can
reported mainly originates in the use of (much) more definitely discard HF and PBE for dye design: they provide
extended basis sets and the explicit consideration of solventnot only the poorest absorption wavelength estimates but also
effects, that are essential for a realistic simulation of the the less consistent auxochromic displacements. Applying a
experimental setups. linear correction to the PBEO data is just useless, as the MAE
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Figure 5. Comparison between experimental Amax and the
values obtained by eq 3.

and RMS are almost unmodified. On the contrary, Rie
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for studying dyes with a very delocalized excited state. On
the contrary, HF and PBE give very poor estimates with
average errors of 0.97 eV/116 nm and 0.45 eV/87 nm,
respectively. If range-separated hybrids cannot beat PBEO
in terms of absolutelm.y, they provide more consistent
evaluations of the auxochromic shifts. Indeed, linear fittings
demonstrate that LR-functionals systematically give l&ge
Consequently, using a calibration equation such as eq 3 can
considerably improve the accuracy of the LR computations.
This is especially true when the statistical treatment is
performed for a given dye family, for which average errors
close to 10 nm are indeed obtained, allowing an efficient
dye molecular design as it combines nearly quantitative
wavelength estimates to chemically sound classifications. For
the complete set of dyes, using scaled LR-DFT improves
the PBEO MAE by about 20%.

Of course, only low-lyingz* excited states of conjugated
organic molecules have been considered in the present
investigation. Care should be taken before applying eq 3 to
other types of excitations or structures. However, for Rydberg

obtained with the range-separated functionals is at least 0.93states in small molecules it is clear that range-separated
confirming the interest of such approaches for classifying hybrids are adequaé;®#whereas these functionals are as
molecules according to their transition energies. Therefore, accurate as global hybrids for— z* transitions® Therefore,

a linear correction improves the results of the three TD-LR- this contribution paves the way toward accurate, yet afford-
DFT schemes, especially for the two LC functionals. For able, estimations of the excited-state energies of medium and

instance, using

APeS'= —38.63+ 1.295x A-C “PBE (3)

provides a MAE limited to 18 nm and a rms of 23 nm, that
are at least three times smaller than the uncorrected LC-
owPBE data. Additionally, this MAE represents a 20%
improvement over the (raw or fitted) PBEO error. The impact
of eq 3 is illustrated in Figure 5, and it is striking that the
maximal deviations are now limited 657 and—41 nm,
both being smaller than the prior-to-fitting MAE. From Table
6, it is also striking that considering a single dye family and
performing a calibration is extremely efficient as a better
correlation coefficient and smaller average errors are sys-
tematically attained with range-separated functionals. There
fore, if one is able to establish a calibration curve for a given
family of dye, the use of TD-LR-DFT should lead to the
sufficient accuracy for the design of a new dye structure.

IV. Conclusions

Using TD-DFT, we have assessed the efficiency of several
functionals for reproducing the experimental UV/vis—

m* absorption wavelength of a set of 180organic dyes
belonging to the classes of major industrial interest: azoben-

zenes, anthraquinones, indigos, diarylethenes, ... It was found

that the computedmax Systematically obey a PBE PBEO

> CAM-B3LYP > LC-PBE > LC-wPBE > HF order. This
result can be rationalized by the total amount of exact
exchange in each functional. Overall, PBEO provides the
smallest error with an average absolute deviation limited to
0.14 eV/22 nm. We state that this value should be regarded
as a referencexpected PCM'D-PBEO accuracyor low-

lying excited states of conjugated organic compounds. The
second best approach, CAM-B3LYP, suffers larger devia-
tions (0.26 eV/38 nm) but appears particularly well suited

large molecules. We are currently investigating inorganic
structures to test the transferability of this approach.
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Abstract: Configurational-bias Monte Carlo simulations in the isothermal—isobaric and Gibbs
ensembles using the transferable potentials for phase equilibria (TraPPE) force field were carried
out to compute the liquid densities, the Hildebrand solubility parameters, and the heats of
vaporization for a set of 32 organic molecules with different functional groups at a temperature

of 298.15 K. In addition, the heats of vaporization were determined at the normal boiling points
of these compounds. Comparison to experimental data demonstrates that the TraPPE force
field is significantly more accurate than predictions obtained from molecular dynamics simulations
with the Dreiding force field [Belmares et al. J. Comput. Chem. 2004, 25, 1814] and an equation
of state approach [Stefanis et al. Fluid Phase Equil. 2006, 240, 144]. For the TraPPE force
field, the mean unsigned percent errors for liquid density, the Hildebrand solubility parameter,
and the heat of vaporization at 298.15 K are 1.3, 3.3, and 4.5%, respectively.

1. Introduction

The solubility parameter), proposed by Hildebrand based
on regular solution theory,is used frequently to predict
miscibility behavior for technological applications, such as
the blending of oil fractions to meet end product specifica-
tions? the prevention of asphaltene precipitatighe estima-
tion of the shelf life of polymers and drug formulatiohg,
the development of synthetic membrafiss)f-assembly and
gelation processésand the formation of micellé$ and
nanocomposite¥.In addition, numerous group contribution

ecules, as a first approximation, can be thought of as the
sum of dispersion and first-order electrostatic interactions.
Along similar lines, Hansen proposed a three-component
(dispersion, polar, and hydrogen bonding) solubility param-
eter model? However, while the cohesive energy density
can be measured for certain systems, it is not possible to
cleanly separate the individual contributions from dispersion,
polar, and hydrogen-bonding interactidAg?

For low-molecular-weight solvents and monomer units,
direct experimental measurements of the heat of vaporization,

based techniques to predict and correlate polymer propertiesAH,,, and molar volume can be used to determine the
such as the glass transition temperature and the permeabilit)cohesive energy density and, hence, the Hildebrand solubility
of molecules through membranes depend on accurate estiparameter. On the other hand, for natural and synthetic

mates of the solubility paramet®rAs the solubility param-
eter is obtained from the cohesive energy densgiyijt is a

polymers and other high-molecular-weight compounds, for
which the determination of the heat of vaporization is

measure of the interactions among the molecules in theimpractical due to extremely low vapor pressures at room

condensed phageThe overall interactions between mol-

* Corresponding author-email: siepmann@chem.umn.edu.
T University of Minnesota.
#+3M Company.

temperature and chemical degradation at elevated tempera-
tures, miscibility experiments are often carried out to deduce
pu anddy through comparison with compounds with known
on.*® Other indirect methods to estimaty; include gas
chromatographf1° and transport and mechanical properties,

10.1021/ct700135j CCC: $40.75 © 2008 American Chemical Society
Published on Web 11/29/2007
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such as the viscosityand Young's modulus’ More recently, intermolecular interactions are eliminated per mole of
computational tools ranging from quantitative structuare condensed phase of a substatté@ At a particular temper-
property relationships (QSPR}122over equation of state  ature,T, and the corresponding saturation presspyg,the
approache® to atomistic molecular dynamics (MD) and cohesive energy densityy, is obtained by dividing the
Monte Carlo (MC) simulatior’$—*° have been applied for  cohesive energy by the molar volume of the condensed phase
the correlation and prediction @fy. Although molecular

simulations are computationally much more expensive than Ucor(T.Psad

QSPR calculations, the former rely less on experimental data Pu(T,Psad = V(TP (1)

and can provide molecular-level information in addition to ot sa
thermodynamic quantities.

Already in 1985, Theodorou and Sutensed an atomistic
model to calculate the cohesive energy density and the
Hildebrand solubility parameter of atactic polypropylene.
Only 15 configurations were used to compute the averages
and oy was found to be underestimated by approximately
15%. A few years later, Choi et &.used MD simulations — _
to calculate the three-dimensional solubility parameters of UeorT: Pad = AMag(T) = PaAV @
alkyl phenol ethoxylates and reported good agreement with
estimates from group contribution modélsThese authors
also explored the effect of different schemes to select partial
atomic charges and found that the polar component of the
Hansen solubility parameter can differ significantly (3
hildebrands). Lago et &.used MC simulations in the Gibbs
ensemble to compute the solubility parameter for organic
solvents and diatomics. Recently, MD simulations were
carried out to investigate the binary blend compatibility of
poly(vinyl alcohol) and poly(methyl methacrylate)and
various surface properties and solubility parameters for
perfluorinated homopolymers and their random copolyrters.
Closely related to the aim of the present work, Belmares et
al?® used the Dreiding force fie¥d along with charges 1o
derived from molecular electrostatic potentials (ESP) or On = (py) (4)
Mulliken population analysis to calculate solubility param-
eters for a |arge set of common Organic solvents and As py and the pressure have the same dimension, its S| unit
monomer units. These authors found regression and correla@nd that foroy are Pascal (Pa) and ¥a respectively.
tion coefficients of 1.01 and 0.73, respective|y, when Traditionally, the SO|Ubi|ity parameter has been expressed
comparing the predictedl; with experimental data, indicat- in (cal/cn?)? called a “hildebrand”. In this work, the
ing a relatively large scatter in predicted values. “hildebrand” is used as the unit for the solubility parameter.

As the solubility parameter is related to vaptiguid 2.2. Simulation Details.Coupled-decoupled configura-
equilibrium properties, the present work attempts to assesstional-bias Monte Carlo (CBMC) simulatiotfs*® in the
whether modern force fields parametrized to phase equilib- constant-volume Gibbs ensemble (&} and the isobarie
rium data can be used successfully for the predictiof.of  isothermal (NPT) ensemiSfewere carried out to compute
not only at room temperature but also at elevated tempera-the heat of vaporization and cohesive energy density,
tures. To this extent we employ the transferable potentials respectively. Table 1 provides a list of the 32 compounds
for phase equilibria (TraPPE) force field that has been usedstudied in this work and of the version of the TraPPE force
extensively to predict fluid phase equilibA&* retention field and the system size used for the simulation of a specific
in chromatography$—=° octano-water partitioning? ad- compound. It should be noted that Belmares éf alves-
sorptionin pharmaceutical solidlsand transport propertiés.+> tigated a larger set of 64 compounds, but TraPPE parameters
A brief outline of this article is as follows: section 2 provides are not yet available for the remainder.

a short definition of the solubility parameter and descriptions  For the GEMC simulations, five different kinds of Monte

of the simulation methodology and force field. In section 3, carlo moves were employed to sample the configurational

the predictions 0By, pu, AHvap and the specific densities 4yt of the phase space: center-of-mass translations, rotations

made using the TraPPE force field are compared with valuesrqyng the center of mass, conformational changes using

_ot_)talned fro_m experiments, MD §|mulat|ons with the Dre- CBMC 48 CBMC particle swaps between the two bo&&¥,

iding force field?**! and an equation of state appro&€h. 54 yolume exchanges between the boxes. For the special
case of carboxylic acids that strongly associate in the vapor

2. Methodology and Simulation Details phase, aggregation-volume-bias MC mdvéswere also

2.1. Background.The cohesive energy of a condensed phase employed to sample the cluster distribution in the vapor

corresponds to the increase in internal energy when all thephase. The maximum displacements for translational, rota-

whereUgn and V;q are the molar cohesive energy and the

molar volume of the liquid phase, respectively. For low-

molecular-weight compounds, the cohesive energy is ob-
tained from the molar heat of vaporization, using the

'following equation

where AH,4, and AV are the enthalpy of vaporization and
the difference in vapor and liquid molar volumes, respec-
tively. If the vapor pressure of a substance is negligible and
if there is no aggregation of molecules in the vapor phase,
then the vapor phase behaves like ideal gas. In such cases,
eq 2 can be simplified as

Ucoh(T! Psa) = AHvap —RT Q)
whereR andT are the universal gas constant and the absolute

temperature, respectively. The Hildebrand solubility param-
eter, dy, is calculated directly fronpy using the equation
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Table 1. List of the 32 Compounds Studied, the Version The enthalpy of vaporization is computed on-the-fly in
of the TraPPE Force Field, and the System Size Used for the GEMC simulation (after every MC move) using the
the Monte Carlo Simulations formula
molecule force field system size AH W U P_AVI 5
= — U, + 4
methanol TraPPE-UA 450 vap = Whap ™ Ui + PsattVidions ®)
ethanol TraPPE-UA 400

whereUyap, Uig, Psas and AV are the instantaneous values

L-propanol TraPPE-UA 300 of the molar internal energy of the vapor and liquid phases,
1-butanol TraPPE-UA 250 . .

: the saturated vapor pressure, and the difference in the molar
butane-1,3-diol TraPPE-UA 250 S .

. volume of the liquid and the vapor phase, respectively.
propane-1,2,3-triol (glycerol) TraPPE-UA 250 The isobarie-isoth | MC si lati | d
1-pentanol TraPPE-UA 250 The isobarie-isotherma simulations employed trans-
2-ethylbutan-1-ol TraPPE-UA 250 lational, rotational, and conformathnal moves of single
2-ethylhexan-1-ol TraPPE-UA 200 molecules and volume exchanges with an external pressure
diethyl ether TraPPE-UA 250 bath Pexy = 1 atm. The use of the Ewald summation to
n-hexane TraPPE-EH 250 compute the electrostatic interactions (see below) makes it
2,2-dimethylpropane TraPPE-EH 250 computationally expensive to separate the inter- and intramo-
acetonitrile TraPPE-EH 400 lecular components of the first-order electrostatic energy.
propionitrile TraPPE-EH 300 Hence, an isolated molecule was simulated in a separate box
propanedinitrile (malononitrile) TraPPE-EH 300 to compute the average intramolecular energy. The solubility
acetone TraPPE-UA 400 parameter at 1 atm was computed on-the-fly using the
butan-2-one TraPPE-UA 250 following equation
4-methyl-2-pentanone TraPPE-UA 250
2,6-dimethyl-4-heptanone TraPPE-UA 250 Uiso = Ujiq |2
N,N-diethylamine TraPPE-EH 250 oy = v, i (6)
N,N-dipropylamine TraPPE-EH 250 a
benzene TraPPE-EH 250 whereUis,, Ujq, andViq are the instantaneous values of the
toluene TraPPE-UA 250 intramolecular energy (per mole) of the isolated molecule,
e::y'bznze”e IraEEE';ﬁ ;28 the molar internal energy of the liquid phase, and the molar
chiorobenzene rare volume of the liquid phase, respectively.
o-dichlorobenzene TraPPE-EA 250 . .. . .

) For both GEMC and isobarieisothermal simulations, a

ethylchloride TraPPE-UA 400 . . . .

site—site based spherical potential cutoffrat = 14 A was
1-chlorobutane TraPPE-UA 400 df he L d-3 L) i ) d th |
dichlorodifluoromethane TraPPE-EH 400 used for the Lennard-Jones ( ) mteractlo_ns an_ the rea
carbontetrachloride TraPPE-EH 200 s_pace7 part of the Ewald summation. Analytl(_;al tail correc-
ethanoic acid (acetic acid) TraPPE-UA 400 tions’’ were used to account fo_r the. LJ potential beyg@d
propionic acid TraPPE-UA 300 The Ewald summatidi®” with tin foil boundary condition

was used to calculate the Coulombic interactions. The Ewald

sum convergence parameter,was set to 3.2y, and the
tional, and volume moves were adjusted to achieve 50% maximum number of reciprocal space vectttsax, Was set
acceptance rates. To increase the sampling efficiency,to 10.
different maximum displacements were used for translations In addition to the MC simulations for the TraPPE force
and rotations in the vapor and liquid boxes. The probabilities field, we also carried out MD simulations following the
for volume and swap moves were adjusted to give at leastprotocol suggested by Belmares et*ato compute the
one volume move accepted every 10 MC cycles and onesolubility parameters for the Dreiding force field with
swap move accepted every-180 MC cycles. Mulliken or ESP partial charges at the normal boiling point.

Simulations were started by placing the molecules on a Complete details for this simulation protocol can be found

simple-cubic lattice, followed by 1000 MC cycles (where in the original reference.
one cycle consists df, the number of molecules, randomly 2.3. Force Field. The TraPPE force fiekd has been
selected trial attempts) at high temperature to melt the initial parametrized for a large set of organic compounds including
crystalline lattice. Five thousand MC cycles at a temperature linear and branched alkan&%60 alkenes’! alcoholsS?
close to the critical temperature were used to cool the system ethers?® aldehyde$? ketones’? acids®* esters® amines’®
followed by another 5000 MC cycles to reach the desired amidess® nitroalkanes? sulfides®” disulfides®” thiols ¢” and
temperature. During these melting and cooling stages only aromatic heterocyclé. The TraPPE force field derives its
translational, rotational, and conformational moves were strength from the simplicity of the potential functions used
used. Thereafter, the system was equilibrated at the desiredand the transferability of interaction sites that allows for
temperature for at least 50 000 MC cycles using all five move building of new compounds not included in the parametriza-
types. During this period, the volume of the vapor box was tion set. As for many other force fields, the development of
adjusted to allow for an average of-280 molecules in the  the TraPPE force field involves fitting of the parameters for
vapor phase. The production periods consisted of 50 000 MCintermolecular interactions to experimental data. Whereas the
cycles. The statistical uncertainties were determined by development of prior force fields, such as the very successful
dividing the production run into 5 blocks. optimized potentials for liquid simulations (OPLS) force field
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pioneered by Jorgensen and co-work&iigivolves param- 8T T
etrization of the nonbonded parameters against experimental I
data (specific density, heat of vaporization, and heat capacity) o)
of only the liquid phase at only one state point, the
parametrization of the TraPPE force field involves phase
equilibrium data at multiple state points. The use of vapor
liquid equilibrium properties became possible only with the
emergence in the early 1990s of configurational-bias Monte
Carlo simulations in the Gibbs ensenfBf¢and quickly lead

to a demonstration that force fields fitted at only one liquid- o
phase state point are often not as accurate over a more
extensive region of the vapetiquid coexistence curvé.

This realization provided the incentive to fit nonbonded force 6r . T
field parameters against vapdiquid coexistence curved.’2 6 9 12 15 18
Shortly after the first of these new force fields became " [(cal/em)"]

available, it was also shown that they yield surprisingly
accurate predictions of transport properties that are quite
different from the equilibrium properties used for the

arametrizatior§243.73.74
' The devel t of the TraPPE f field invol with the TraPPE force field, the Dreiding force field with ESP
e development of the Tra orce field involves a charges, and the Dreiding force field with Mulliken charges.

group-by-group parametrization philosophy that attempts to The correspondingly colored lines show the linear least-
determine the parameters of a single group by fitting to the
saturated liquid density, critical temperature, and saturated
vapor pressure of a suitable test compound. The parameters

for this group are then transferred when fitting the parametersbining ruleg® are used to determine LJ parameters for unlike

for the next group, e.g., united-atom methyl group parametersinteractions. In the TraPPE force field, molecules are treated
fitted to the vaporliquid equilibrium properties of ethane  as semiflexible chains: All bond lengths are kept rigid, bond

were used when fitting the parameters for the methylene bending angles are controlled by harmonic potentials, and
group to the properties of-pentané? This group-by-group  dihedral motions are governed by cosine series potentials.
parametriztion philosophy vyields in most cases unique

parameters because only two Lennard-Jones parameters arg, Results and Discussion

fitted against a larger number of vapdiquid equilibrium
properties. However, single-component vapliquid equi-

(o]
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Figure 1. Comparison of the predicted solubility parameters
at T = 298.15 K with experimental data.?° The red, green,
and black circles represent the solubility parameters computed

squares fits, and the blue line is the ideal correlation (y = X).

Figure 1 shows a comparison of the Hildebrand solubility
i ) ’ e parameters (numerical values are listed in Table 2) for the
librium properties alone mlght. nqt be sufﬂugnt for small set of 32 compounds obtained from MC simulations using
polar molecules, e.g., carbon dioxide, ammonia, or benzene e T1apPE force field, MD simulations using the Dreiding
In these cases, the parametrization either involved add|t|0nalforce field with ESP (D/ESP) or Mulliken (D/MUL) partial
simulations for binary mixtures with alkarn@sr for solid- charges® the equation of state (EOS) approdétand the
fluid equilibrium properties®” ~ experimental dat#® This set includes a wide range of
For alkanes, nitriles, and arenes, the TraPPE force field fynctional groups for which the TraPPE force field is
provides a choice of using either the united-atom (UA) or ayailable, namely alkanes, alcohols, ketones, ethers, nitriles,
the explicit-hydrogen (EH) representation of (ifoups. The  amines, benzene and benzene derivatives, alkylchlorides,
UA version of the force field is simple and results in savings  fyoroalkanes, and carboxylic acids. The mean unsigned
of computer time, while the EH hydrogen version provides percent error (MUPE) iy predicted using the TraPPE force
more accurate vapor densities, vapor pressures, and heats gfe|d is 3.3%, whereas the errors for the D/ESP, D/MUL,
vaporization over a wide range of temperatures and pressuregnd EOS are 9.2, 11.6, and 4.8%, respectively, i.e., the

the EH version when available. A similar trend is observed from the correlation plot (see

The total interaction energy for the TraPPE force field Figure 1). Linear least-squares fits yigle= —0.453+ 1.05
consists of bonded and nonbonded parts. The nonbondeqcorrelation coefficientR = 0.9855),y = 3.104+ 0.69

interactions are represented by Lennard-Jones (LJ) andr = 0.897), andy = 3.113+ 0.71% (R = 0.837) for the

Coulomb potentials, given by TraPPE, D/ESP, and D/MUL force fields, respectively. The
» ¢ slope near unity, small ilntercept, and higlvalue obtained

ur) = 46’(@) _ (ﬂ) 99 % for the TraPPE force field shows that both absolute and

! A Fi Arteqr; relative oy values are predicted with excellent accuracy. In

contrast, the D/ESP and D/MUL force fields yield slopes
whererj, oy, €j, G, ¢, andeg are the distance between two that are significantly smaller than unity and large positive
interaction sites, LJ size and LJ well depth, partial atomic intercepts, i.e., the relative accuracy is somewhat lacking.
charge on the interaction sitesndj, and the permittivity Nevertheless, the D/ESP force field performs somewhat
of the vacuum, respectively. The LorentBerthelot com- better than D/MUL.
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Table 2. Numerical Values of the Hildebrand Solubility Parameters (in Units of (cal/cm3)2) and Their Standard Deviations
(SD)?

molecule expt? SD TraPPE SD D/ESP?® SD D/MUL2® SD EOS23
methanol 14.5 0.08 14.9 0.05 12.6 0.71 12.9 0.55 14.6
ethanol 12.8 0.12 12.9 0.02 11.2 0.51 11.8 0.64 12.8
1-propanol 11.8 0.57 12.0 0.04 10.9 0.60 10.3 0.43 11.8
1-butanol 11.7 0.84 11.4 0.02 10.4 0.46 9.9 0.56 11.2
butane-1,3-diol”® 13.8 6.16 14.1 0.09 12.8 0.52 12.7 0.33
propane-1,2,3-triol 16.5 3.63 16.7 0.44 15.6 0.32 16.5 0.82 16.8
1-pentanol 11.0 0.99 10.9 0.02 10.1 0.48 9.5 0.18 10.7
2-ethylbutan-1-ol 10.8 0.84 10.4 0.05 9.5 0.35 9.2 0.46
2-ethylhexan-1-ol 9.8 0.46 9.9 0.02 8.8 0.45 9.0 0.54
diethyl ether 7.5 0.16 7.3 0.03 7.5 0.57 8.9 0.40 7.7
n-hexane 7.3 0.02 7.4 0.19 7.4 0.69 7.5 0.47 7.1
2,2-dimethylpropane 6.3 6.3 0.09 7.2 0.68 7.3 0.88
acetonitrile 11.9 0.08 12.0 0.01 11.6 0.49 125 0.55
propionitrile 10.7 0.07 10.5 0.01 10.2 0.46 11.0 0.33
propanedinitrile 151 15.9 0.07 12.9 0.42 14.7 0.31
acetone 9.8 0.16 9.1 0.02 10.2 0.59 10.8 0.50 9.8
butan-2-one 9.3 0.06 8.8 0.02 9.4 0.37 9.9 0.27
4-methyl-2-pentanone 8.4 0.12 8.3 0.01 9.1 0.38 9.7 0.30
2,6-dimethyl-4-heptanone 8.1 0.25 7.9 0.03 8.6 0.27 8.7 0.44
N,N-diethylamine 8.0 0.03 8.2 0.02 8.7 0.58 7.6 0.33 8.2
N,N-dipropylamine 7.8 0.10 7.9 0.03 8.4 0.20 7.4 0.50
benzene 9.2 0.04 9.5 0.02 9.8 0.51 10.3 0.47 8.9
toluene 8.9 0.08 8.7 0.02 9.2 0.66 9.6 0.20 8.7
ethylbenzene 8.8 0.04 9.2 0.00 9.3 0.41 9.5 0.26
chlorobenzene 9.6 0.07 9.7 0.02 10.5 0.50 10.3 0.39
o-dichlorobenzene 10.0 0.03 10.1 0.03 10.3 0.25 10.6 0.20
ethylchloride 8.8 0.49 8.3 0.01 8.2 0.70 8.2 0.54
1-chlorobutane 8.4 8.1 0.02 8.8 0.32 8.2 0.20
dichlorodifluoromethane 5.8 0.44 6.1 0.02 8.5 0.40 10.9 0.36
carbontetrachloride 8.6 0.05 8.5 0.02 9.3 0.29 9.6 0.45
ethanoic acid 11.1 141 12.7 0.07 135 0.62 12.9 0.66 13.5
propionic acid 10.2 2.20 11.3 0.09 12.0 0.49 11.7 0.25 12.4
MUPE 3.3 9.2 11.6 4.8

apAt T=298.15 K and P = 1 atm. ? Corrected average values taken from ref 29.

The accuracy of the EOS approach #gr predictions is the vapor phase. The TraPPE and D/MUL force fields predict
close to that for the TraPPE force field. It should be noted oy for both acids within the experimental range. It is likely
that the EOS approathuses characteristic parameters for that these discrepancies will diminish for higher-molecular-
each of the molecules, whereas the TraPPE force field hasweight carboxylic acids because their vapor pressures are
been fitted to specific functional groups, providing transfer- sufficiently low that dimerization in the vapor phase is less
ability of parameters. In the set of 32 molecules, EOS values prevalent*
were available only for 14 molecules, of which 6 were  The numerical data listed in Table 3 and the correlation
alcohols. When considering only the alcohols for which EOS plots presented in Figure 2 clearly show that the force fields
values are available, the MUPEs for the TraPPE, D/ESP, perform significantly better for predictions of the liquid
D/MUL, and EOS are 1.9, 9.6, 10.1, and 1.7, respectively, density than of the solubility parameter. The MUPEs for the
i.e., the TraPPE force field and the EOS approach performliquid densities obtained with the TraPPE, D/ESP, and
better for the alcohols than for the entire set. D/MUL force fields are 1.3, 5.1, and 5.1, respectively, and

None of the four approaches is able to predigtwithin the linear fits yieldy = 0.049+ 0.934 (R = 0.997),y =
5% of the average experimental values for the carboxylic —0.063+ 1.06 (R = 0.957), andy = —0.091+ 1.096«
acids. For the acids, the MUPEs for TraPPE, D/ESP, (R= 0.958), respectively. In this case, all three force fields
D/MUL, and EOS are 13, 20, 16, and 22%, respectively. give slopes near unity and small absolute values for the
While the EOS model performed extremely well for the intercept. However, there is substantially more scatter in the
alcohols, it is the worst for the acids. The TraPPE force field simulation data for the Dreiding force field as is evident from
has the smallest MUPE. It should be noted that experimentalthe lower correlation coefficients. For the prediction of liquid
values for acetic acid and propionic acid range from 10.1 to densities, there is no significant difference in the accuracy
13.0 and 8.1 to 12.7, respectivéRThe large scatter in the  between D/ESP and D/MUL.
experimental values is most likely caused by an inability to  As the solubility parameters for most compounds are not
account for the extent of dimerization of smaller acids in available at higher temperatures, heats of vaporization at the
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Table 3. Numerical Values of the Specific Densities (in Units of g/cm?) and Their Standard Deviations (SD)?2

molecule expté0 TraPPE SD D/ESP?° D/MUL2®

methanol 0.791 0.781 0.003 0.69 0.74
ethanol 0.794 0.780 0.002 0.72 0.76
1-propanol 0.804 0.797 0.002 0.71 0.72
1-butanol 0.810 0.803 0.001 0.75 0.75
butane-1,3-diol 1.005 1.002 0.002 0.91 0.94
propane-1,2,3-triol 1.261 1.174 0.003 1.09 1.14
1-pentanol 0.811 0.809 0.001 0.76 0.75
2-ethylbutan-1-ol 0.830 0.827 0.001 0.78 0.77
2-ethylhexan-1-ol 0.833 0.831 0.001 0.76 0.78
diethyl ether 0.706 0.706 0.001 0.69 0.75
n-hexane 0.659 0.653 0.001 0.65 0.65
2,2-dimethylpropane 0.580 0.608 0.004 0.64 0.63
acetonitrile 0.786 0.777 0.001 0.82 0.82
propionitrile 0.772 0.772 0.001 0.76 0.80
propanedinitrile 1.049 1.064 0.005 1.03 1.05
acetone 0.791 0.777 0.000 0.82 0.82
butan-2-one 0.805 0.789 0.001 0.80 0.81
4-methyl-2-pentanone 0.802 0.798 0.002 0.83 0.83
2,6-dimethyl-4-heptanone 0.808 0.806 0.002 0.82 0.81
N,N-diethylamine 0.707 0.702 0.001 0.71 0.65
N,N-dipropylamine 0.738 0.731 0.002 0.70 0.67
benzene 0.874 0.876 0.001 0.93 0.92
toluene 0.865 0.860 0.001 0.86 0.89
ethylbenzene 0.867 0.862 0.002 0.88 0.88
chlorobenzene 1.107 1.087 0.002 1.13 1.10
o-dichlorobenzene 1.306 1.278 0.002 1.31 1.30
ethylchloride 0.890 0.884 0.001 0.89 0.88
1-chlorobutane 0.886 0.872 0.001 0.87 0.86
dichlorodifluoromethane 1.310 1.296 0.002 1.56 1.62
carbontetrachloride 1.594 1.528 0.003 1.63 1.67
ethanoic acid 1.049 1.031 0.003 1.04 1.03
propionic acid 0.993 0.984 0.002 0.94 0.96
MUPE 1.3 5.1 5.1

aAt T=298.15Kand P=1 atm.
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Figure 2. Comparison of the predicted specific densities at
T = 298.15 K with experimental data.8® The red, green, and
black circles represent the specific densities computed with
the TraPPE force field, the Dreiding force field with ESP
charges, and the Dreiding force field with Mulliken charges.
The correspondingly colored lines show the linear least-
squares fits, and the blue line is the ideal correlation (y = x).

data forAH,qp at 298.15 K and at the normal boiling point
for each of the 32 molecules. It should be noted here that
additional MD simulations were carried in this work to obtain
the solubility parameters for D/ESP and D/MUL at the
normal boiling point using the protocol of Belmares efal.
The values fody were then converted tdHy,, USing egs

1, 3, and 4. The MUPEs foAH,,, predicted by TraPPE,
D/ESP, and D/MUL at 298.15 K (and at) are 4.5 (5.1),
11.2 (12.1), and 17.3 (19.8), respectively. Although the
MUPEs give the impression that the accuracy of all three
force fields does not deteriorate substantially when the
temperature is increased, the correlation plots shown in
Figure 3 indicate that this is not the case. The resulting least-
squares fits for TraPPE, D/ESP, and D/MUL at 298.15 K
arey = 0.106+ 0.965 (R = 0.982),y = 2.198+ 0.77%

(R = 0.934), andy = 2.885 + 0.73% (R = 0.880),
respectively, and at the normal boiling point= 0.019+
1.01& (R = 0.941),y = 2.445+ 0.76% (R = 0.808), and

y = 4.745+ 0.48% (R = 0.556), respectively. The TraPPE
force field predicts the heats of vaporization at 298.15 K
and atT, quite well as is evident from the slopes and the
intercepts, and, as shown recently, the TraPPE force field

normal boiling point were used to test the efficacy of the also predicts the pressure dependence of the solubility
force fields at higher temperatures. Table 4 lists the numerical parameter correctl§? The correlations for the D/ESP are of
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Table 4. Numerical Values of the Heats of Vaporization (in Units of kcal/mol), at T= 298.15 K and at the Experimental

Normal Boiling Point

T=298.15K Ty
molecule exptdl TraPPE D/ESP? D/MUL? exptsl TraPPE D/ESP? D/MUL?
methanol 9.0 9.4 8.0 7.8 8.4 8.7 7.4 7.4
ethanol 10.0 10.3 8.6 9.0 9.2 9.3 8.3 7.7
1-propanol 11.3 114 10.6 9.4 9.9 9.8 10.0 7.9
1-butanol 12.2 12.3 11.3 10.3 10.3 10.3 10.4 9.0
butane-1,3-diol 17.7 18.2 16.8 16.0 13.0 14.2 13.2 12.8
propane-1,2,3-triol 21.9 21.4 21.2 22.6 n/a 15.8 16.3 13.0
1-pentanol 134 13.4 12.4 11.2 10.6 10.5 104 9.6
2-ethylbutan-1-ol 14.3 14.0 12.4 11.7 n/a 10.5 10.1 10.1
2-ethylhexan-1-ol n/a 15.6 13.7 14.0 n/a 10.9 10.7 9.6
diethyl ether 6.5 6.1 6.6 8.5 6.3 6.0 6.3 9.1
n-hexane 7.6 7.6 7.8 8.0 6.9 7.0 6.9 6.9
2,2-dimethylpropane 5.3 55 6.4 6.7 5.4 5.6 6.4 6.4
acetonitrile 8.0 8.0 7.3 8.4 7.1 7.3 7.2 8.0
propionitrile 8.6 8.3 8.1 9.0 7.6 7.4 7.3 8.7
propanedinitrile 16.3 15.9 11.3 14.3 n/a 13.2 9.2 13.4
acetone 7.5 6.8 8.0 8.8 7.0 6.4 7.5 8.0
butan-2-one 8.3 7.7 8.6 9.3 7.5 7.0 7.8 8.9
4-methyl-2-pentanone 9.7 9.3 10.6 11.9 8.2 8.0 9.1 111
2,6-dimethyl-4-heptanone 12.2 11.7 13.3 13.8 n/a 9.4 10.2 114
N,N-diethylamine 7.5 7.7 8.3 7.1 6.9 7.1 7.4 6.6
N,N-dipropylamine 9.6 9.2 10.8 8.9 8.0 8.0 10.3 8.0
benzene 8.1 8.5 8.7 9.7 7.3 7.7 8.5 9.2
toluene 9.1 8.6 9.7 10.1 7.9 7.6 8.8 9.3
ethylbenzene 10.1 10.7 111 114 8.5 9.3 9.3 9.7
chlorobenzene 9.8 10.3 11.6 11.5 8.4 8.9 9.8 10.4
o-dichlorobenzene n/a 12.4 12.5 13.2 n/a 10.2 11.6 12.1
ethylchloride n/a 5.7 55 55 5.9 5.8 6.1 55
1-chlorobutane 8.0 7.7 8.8 7.8 7.3 7.0 7.9 7.1
dichlorodifluoromethane 4.1 4.0 6.2 9.4 4.9 4.8 6.5 8.7
carbontetrachloride 7.8 7.8 8.8 9.2 7.1 7.2 8.2 8.5
ethanoic acid 12.3 9.8 11.1 10.3 5.7 8.4 10.1 9.7
propionic acid 13.1 10.6 11.9 11.2 n/a 8.7 9.9 9.7
MUPE 4.5 11.2 17.3 5.1 12.1 19.8
2 Computed from solubility parameters using egs 1, 3, and 4.
(a) [T T T T 0/ (b) L I | T T
14} ° /4
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Figure 3. Comparison of the predicted heats of vaporization at T= 298.15 K (a) and the (experimental) normal boiling point (b)
with experimental data.8* The red, green, and black circles represent the specific densities computed with the TraPPE force
field, the Dreiding force field with ESP charges, and the Dreiding force field with Mulliken charges. The correspondingly colored
lines show the linear least-squares fits, and the blue line is the ideal correlation (y = x).
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similar quality at both temperatures, the D/MUL force field (14) Barton, A. F. M.Chem. Re. 1975 75, 731-753.
performs significantly worse at elevated temperatures. It (15) Gardon, J. LJ. Colloid Interface Sci1977, 59, 582-596.
should_ be noted here .that the deviations for the two acids (16) Dipaola-Baranyi, G.: Guillet, J. E.: Klein, J.: Jeberien, H.-
are quite large. In particular, a; the TraPPE, D/ESP, and

. . E. J. Chromatogr.1978 166, 349-356.
D/MUL force fields overestimatéH,,, by 50, 80, and 70%, _ o
respectively. Maybe, this points to a problem with the (7) ;;'ge' G. J.; Guillet, J. Bl. Chromatogr.1986 369, 273~
experimental data that show a decreaseAid,,, by an -~ _
unusually large factor of 2 upon the increase in temperature. (18) Price, G. J.; Shillcock, I. MJ. Chromatogr., A2002 964,

199-204.

4. Conclusions (19) Adamska, K.; Voelkel, Alnt. J. Pharm.2005 304, 11-17.

The Hildebrand solubility parameters, liquid-phase densities, (20) Roberts, R. J.; Rowe, R. Git. J. Pharm.1993 99, 157
and heats of vaporization at the standard temperature, and 164

the heats of vaporization at the normal boiling point were (21) van Krevelen, D. W.Properties of Polymers2nd ed.;
computed for a set of 32 common organic solvents and Elsevier: Amsterdam, The Netherlands, 1976; pp-1253.
monomer units. The overall performance of the TraPPE force (22) Rogel, E Energy Fuels1997, 11, 920-925.

field is very satisfactory and significantly better compared
to the Dreiding force field with either ESP or Mulliken partial
charges. The main advantage of the Dreiding force field is
that it can be applied to simulate a larger number of (24) Theodorou, D. N.; Suter, U. WWacromolecules985 18,
functional groups than are currently available for the TraPPE 1467-1478.

force field. The EOS approach is nearly as accurate as the (25) Choi, P.; Kavassalis, T. A.; Rudin, A. Colloid Interface
TraPPE force field. The main drawback of the EOS approach Sci. 1992 150, 386-393.

(23) Stefanis, E.; Tsivintzelis, I.; Panayiotou, Eluid Phase
Equil. 2006 240, 144-154.

is the lack of transferability due to the use of molecule-

specific parameters. Based on the results presented here, we

believe that molecular simulation offers a promising alterna-

tive to experimental measurements for the determination of

solubility parameters for organic compounds.
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Abstract: Despite widespread zirconium use ranging from nuclear technology to antiperspirants,
important aspects of its solvation chemistry, such as the nature of small zirconium(IV) hydroxy
cluster ions in aqueous solution, are not known due to the complexity of the zirconium aqueous
chemistry. Using a combination of Car—Parrinello molecular dynamics simulations and
conventional quantum mechanical calculations, we have determined the structural characteristics
and analyzed the aqueous solution dynamics of the two smallest zirconium(IV) cluster species
possible, i.e., the dimer and trimer. Our study points to and provides detailed geometrical
information for a stable structural motif for building zirconium polymers, the Zr(OH),Zr bridging
unit with 7—8 coordinated Zr ions, which, however, cannot be used to construct a stable structure
for the trimer. We find that a stacked trimer, not featuring this motif, is a possible structure,
though not a very stable one, shedding new light on this species, and its possible importance
in the aqueous chemistry of Zr** ion.

[. Introduction The principal experimental problems associated with
The aqueous chemistry of metal cations is of great interestStudying the hydrolysis of highly charged cations are related
due to their important roles in chemistry, geochemistry, and to the_ variability and complexity of solu'qon composition and
biochemistry. The structures, charges, and stabilities of (e simultaneous presence of many diverse polynuclear hy-
aqueous metal cations and their polynuclear hydrolysis drolysis products. Using computational methods, one can
products are crucial for understanding and controlling isolate a specific chemical species or a combination of spe-
processes such as their adsorption onto soil/mineral particlescies, control the system conditions, and make observations
coagulation/precipitation; chemical separations; and interac-and analyses of processes at the atomic level.
tions with living organisms. Understanding transition and  We tackle here the characteristics of polynuclear species
inner transition metal hydrolysis presents a special experi- formed by solvation of a IVB group metal cation,*Zr Our
mental challenge, due to the complexity and variability of choice of the transition metal to study stems from the
the species formed by these ions in water as well as radio-important uses of zirconium and the fact that its chemistry
activity in some cases. Despite decades of research, triggereds representative of the other IVB group elements as well as
by applications ranging from drug design to nuclear technol- our lack of understanding of certain aspects of Zr, Ti, and
ogy, many physicochemical characteristics of these highly Hf (group IVB) chemical behaviorFor example, Zr", Hf*",
charged ions and their hydrolysis products remain unknown. and T#" polynuclear clusters have been recently found to
bind to an Fé&"-binding protein, a member of the transferrin

* Corresponding author phone: (215)596-8551; fax: (215)596- superfamily? which plays a role in biomineralizatic¥t. In

5432; e-mail: v.pophri@usip.edu. addition, Zf* ion is an essential ingredient of all antiper-
T University of the Sciences in Philadelphia. spirants and thus interacts with human biochemistry through
¥ Colgate Palmolive Company. widespread and everyday antiperspirant use, although the
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nature and the biochemical effect of the specific polynuclear
species formed on our skin as a result df"4volymerization
are not knowr?.
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Most importantly, zirconium metal is a crucial part of '

zircaloy, the material used in the nuclear fuel rod cladding.

Despite its exceptional corrosion resistance, there is an

emerging need to model zirconium corrosion due to the long-

term possibility that corrosion may lead to leaks of radioac- side view side view

tive material, consequent environmental contamination, and

ultimately exposure of individuals to radioactiviyl.he rate

of migration of heavy metal ions out of nuclear waste

depositories, mining tailings, and coal mines is similarly E %

dependent on the particular hydrolytic species that are

present. Common to all the above problems is the need to

know exactly what species form in aqueous solutions of these gt ' top view

ions under the conditions present and what their physico-
chemical features are. Figure 1. Square antiprism shape used as the building unit

for the initial structure design of the dimer and trimer species
(see also Figures 2, 3, 6, and 7). Two models (and two views)
used further in the text are shown: (a) Ball and stick model -
lines represent bonds between Zr** ion (yellow) and the
"bridging oxygen atoms (red) and H,O moieties. (b) Planes

b)

In solution, zirconium exists exclusively in-e4 state and
is believed to attain coordination numbers of 7 and 8, higher
than typical for 3d-transition element#s opposed to many
other transition metals, due to the high charge/radius ratio
Zr4t ior_1+as well as the other two i_ons of the IVB group tHf cornered by Zr* ion (yellow) and oxygen atoms (red)
and T_ﬁ ) strongly hydrolyzes. n W,ater’ leading to ,the represented in solid or translucent colors (green) to facilitate
formatlon c_)f ponnucIear. speC|e§ with oxygen containing viewing of the structure in space, with perspective.
bridges’ With few exceptions, neither the structure nor the
exact composition of the hydrolyzed mononuclear and Spectrophotometrig, ultracentrifugatiors® and light-scat-
polynuclear species have been established. The extent Oieringﬁ studies suggest a possib|e presence of a trimer, Zr
polymerization depends on many experimental parameters(OH)2+, or Zr(OH)s"*. However, several recent publications
(e.g., aging, temperature, pH, and concentration), resultingfind evidence for only the dimer (ZIOH):2" and Zs(OH); ")
in species with very different compositions, often difficult and tetramet:32We have determined and characterized the

or impossible to distinguish experimentall§. gas-phase and solution structures of the dimer and trimer
Specifically, we present herein our Cdearrinello mo- species using the computational methods described herein
lecular dynamics (CPMDB)study of the small Z¥" poly- and analyzed their stability and chemical behavior in aqueous

nuclear cluster species and their behavior in an aqueoussolution.
environment. The method is uniquely suited to the problem
of identifying and analyzing relatively small structures and |I. Methodology
their behavior in aqueous solutions. This is due to the fact Computational studies of the zirconium system were per-
that it does not employ empirically parametrized forces to formed using ab initio (CarParrinello) molecular dynamics
govern atomic motion but rather determines them “on the (CPMD)? We employed a Goedecker-type pseudopotential
fly”, along with the molecular dynamics (MD) simulation,  for zirconiun®® and nonlocal norm-conserving soft pseudo-
from the electronic structure calculations. Thus, CPMD can potentials of Troullier-Martins typé for oxygen and hydro-
yield conclusions about interactions between particles in gen. Angular momentum components up fg k= 2 have
solution as well as properly model important solution been included for Zr anghk= 1 for O. The BLYP exchange
processes involving bond breaking and/or formation, such correlation functional was employée3¢along with a plane
as water deprotonation, and polynuclear species formationwave basis with a 70 Ry cutoff. All simulations were
and disintegration. The effectiveness of CPMD in ion performed in a periodically repeating cubic box, with the
solvation studies has been demonstrated for a number ofsjze varying depending on the specific Zr system (see below),
cations, including C#,'° Na* 't Ca* 1213 Mg?* 14 Fe** 1° with periodic boundary conditions.
Y3t KT AT 8Lt 19 and Bé".2° CPMD has also been Initial structures of the two polymer classes were con-
successfully used for identification of unknown structétes  structed using a square antiprism as the building unit (Figure
(including hydrolysis products of iorf§f*and studies of their 1), based on the expectee-8 coordination of Zt* ion, the
characteristicg? X-ray structure of the tetramer, and our CPMD simulations
Herein we focus on the two smallest polynuclear species of the Zi** ion in solution®” In general, minimum energy
zirconium is thought to form upon dissolution in agueous geometries of gas-phase structures were obtained by an initial
media: the dimer and the trimer. Despite the importance of relaxation at 300 K (in some cases 100 and 50 K were used,
zirconium, only the structure of the tetrameric species-(Zr see section Ill) for 45 ps, followed by simulated annealing
(OH)s(H20)16Clg) is known with certainty, from early X-  and geometry optimization. Simulated annealing runs used
ray?>?6and other experimenté X-ray scattering studies have scaling factors of 0.9998 and 0.9999 for ionic velocities
shown that this species is the dominant form in soluti§i%. (unless otherwise noted). The gas-phase simulation cell edge
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side view side view

=

Figure 2. Initial structure of the staggered zirconium dimer. top view top view

Two Zr** ions are connected by two O containing bridges and . = ) ] ] )
surrounded by additional six H,O molecules each, in a Figure 3. Initial structure of the eclipsed zirconium dimer.

. . ! 4+ ; P .

staggered fashion with respect to the each other. (a) Ball and Two Zr** ions are connected by two O containing bridges and
stick model. Yellow dots in the top view denote oxygen atoms surrounded by additional six H.O molecules each, in an
bound to the front zirconium ion. (b) Two square antiprism eclipsed fashion with respect to the each other. (a) Ball and
monomer units are shown in different colors (green, gray) to stick model. (b) Two square antiprism monomer units are
facilitate viewing. Zr4* ions: yellow; oxygen atoms in the shown in different colors (green, gray) to facilitate viewing.
bridging groups: blue; oxygen atoms in H,O molecules: red. Zr**ions: yellow; oxygen atoms in the bridging groups: blue;

side view

»

top view top view

Side and top views are shown. Note that corners (bridge oxygen atoms in HO molecules: red. Side and top views
groups and H,O molecules) of the antiprism units are stag- are shown. Note that the corners (bridging groups and H,0
gered with respect to each other. Hydrogen atoms are not molecules) of the antiprism unl_ts eclipse each other. Hydrogen
shown for clarity. atoms are not shown for clarity.

the ligands following the structure of Zrtetramer, which
is the only Zr polynuclear species whose structure has been
obtained both experimentally (e.g., X-ray studies) and by
computational means (AOH)s>" and Zk(OH);", observed
experimentally, form in solutions with pH3.5). Several
variants of the general dimer structure with respect to the
bridge composition were subjected to the CPMD simulation
in gas phase at 300 K. We tested the following structures:
(a) a dimer with two OH bridges [ZfOH)»(H>0):25"]; (b) a
dimer with an O and an OH bridge [ZD(OH)(H.0):2°'];

) a dimer with an HO and an OH bridge [2(H,0)(OH)-

20)12"*]; and (d) a dimer with two O bridges [4O)-
(H20)15*"]. The structure described under (c) proved to be
. . unstable, as the 4@ bridge departed the cluster in the course

Optimized gas-phase structures were used as the startingy¢ o 445 yhase CPMD simulation (we observe the following
geometries for the simulations in aqueous solution. Such reaction: [Z5(H,0)(OH)(HO),™"] — [(H20)sZr-(OH)-Zr-
compu_tations were undertaken for one dimer species (CUbiC(HZO)57+] + 3H,0). In the other three cases, the dimer
box with a 12.5 A edge and 49:8 molecules) and one g, ctiires persist for about 3 ps (length of the simulation),
form of the trimer (cubic box with a 15.6 A edge and 77 in the staggered conformation as described below for the
H,O molecules; for the exact form, see section Ill.B). [Zr,(OH)(H,0)5] cluster. Due to the computational

Stat.)li'lities' of tEese species in solution were determined by expense associated with CPMD simulations, we focused on
equilibrating the systems at 300 K using a Neédmover only one structure for further investigations. TheJ&OH),-

chain thermostat (of length 4, with frequency 500 €)ff~*° (H20)1254] cluster was chosen based on its similarity to the

for 10 ps. Zr tetramer structuré’.

For the [Zr(OH)x(H20)1.%] cluster, two initial conforma-
lll. Results tions have been constructed (Figures 2 and 3). The first
A. Dimer Clusters. The structure of the dimer, constructed conformation, which will be referred to as ttstaggered
as the starting point for the study, consists of two square conformation, has D molecules which coordinate the two
antiprism units, with corners occupied by.® molecules Zr*t ions, 36 out of phase with each other (Figure 2). In
and Zr ions in the centers of the units; these units are the second conformation, the,® molecules surrounding
connected by two O containing bridges, with no direct two Zr** ions overlap each other (Figure 3), so this form is
Zr—Zr bond (Figure 2). Water molecules were chosen for referred to as theclipsedconformation. Both structures were

was 12.5 A for the dimers, 14.0 A for the compact trimers,
and 18.0 A for the linear trimers. In all calculations, classical
equations of motion have been integrated with a velocity
Verlet algorithm with a time step of 0.1207 fs and a fictitious
mass for the electronic degrees of freedonucf 500 au.

After optimization by the CPMD code, structures of the
dimer and trimer species were refined by BL3¥F and
B3LYP optimizations’®4° using the LanL2DZ basis sét.
These optimizations were carried out by Gaussiafi03.
Harmonic frequencies for the optimized geometries of these
species have been calculated to ensure that they correspon
to the local minima. The size of the polynuclear species
prevented higher level optimizations.



Rao et al.

148 J. Chem. Theory Comput., Vol. 4, No. 1, 2008

Table 1. Geometrical Parameters of the Optimized Zr**™
Dimer (Zr,(OH),(H,0)1,5%), Obtained Using Different
Computational Levels?@

BLYP/plane BLYP/ B3LYP/
wave basis LanL2DZ LanL2DZ
Distance (A)
Zr—2Zr 3.751 3.871 3.819
Zr—Oon 2.195-2.218  2.251-2.255  2.226—2.227
top view side view Zr—Owzo 2.268—2.356  2.270—2.363  2.249-2.334
Figure 4. Optimized structure of the [Zr,(OH),(H,0)126"] Om7r—0 63 39_2‘;(1': (deggl - 6104
dimer (BLYP/plane wave optimized structure shown; general ZrO—Ho —ZrOH 16.44-116.60 118.44-116.46 11806
features are the same as in the B3LYP/LanL2DZ and BLYP/ oo AP 7580-9107 7727-0457  7717-9453
LanL2DZ optimized ones; for the differences, see Table 1). oszzrfonz 2)° 79'48779'70 79'86781'99 79'78781'98
. . . H H. . . . . . .
Views shown: (a) view along the Zr—Zr axis. Only bonds Oroo-Zr—Ommo (1) 71.47-7152  71.93-71.94  71.89-71.92
connecting Zr** ions and oxygen atoms are shown. Yellow Omo—Z—Omo (2)¢  71.71-81.16  71.33-79.18  71.30-79.07
stars in the top view denote oxygen atoms bound to the front Omro—Zr—Owpo (3))  70.30-73.97  69.68—73.27  69.76—73.29

zirconium ion. (b) Side view, showing the plane consisting of

2 The optimized Zr dimer has a staggered configuration, in which

two Zr** ions and two OH bridges. Zr** ions: yellow; oxygen
atoms in OH bridging groups: blue; oxygen atoms in H,O
molecules: red.

two antiprism units are joined along the edge defined by the two OH
bridges. The pyramids that contain this OH—OH edge are defined
as base pyramids; the other two pyramids are defined as top
pyramids. ? Oon—Zr—Onzo (1) refers to angles defined by hydroxyl

subjected to relaxation at 300 K followed by simulated O, Zr, and water O atoms in the top pyramids. © Oon—Zr—Okzo (2)
annealing in gas phase. During the relaxation phase (5 ps),Leafsésp;"r:nrq'?dlffg::jf;?’jgi?g)' %ezrrs’ tzn:n‘glztseagis;%ngaat?;
the eclipsed conformation converted to the staggered con-o atom in the base pyramids, Zr, and the other water O atoms in the
formation and remained stable throughout the simulated same base pyramid. ¢ On20—Zr—Owzo (2) refers to angles defined
annealing. The staggered conformation, as expected, did no?ge“t’ster Ora"’r‘;?(?;s fig‘he bﬁfeo'”yrar?;;’sr’efg;sa{"odﬁaﬁg Odef]}itr?g(‘jsgn
Change its genera.‘l features in the Fourse of this procedureWater Fé)pgiltoms in. theHi(c))p pyrarT:IiZ(?S, Zr, and water%) atoms in th()e/
Simulated annealing started from either the staggered or thesame top pyramid.
eclipsed forms resulted in the same optimized structure,
shown in Figure 4. These results indicate that the stable distribution functions (for the two 2t ions) have peaks at
conformation of the dimer is the staggered one, as a con-~2.2 A, whereas the corresponding number of integrals show
sequence of a better accommodation of the steric crowding.plateaus at 7 and 8, indicating different coordination numbers
The annealed structure was optimized using plane wavefor the two Zf* ions (Figure 5a). Further examination of
basis, yielding a roughly symmetrical final conformation, the trajectory revealed that one of the zirconium ions loses
with a Zr—2Zr distance of 3.8 A (Figure 4, Table 1). The one of the initially eight coordinating water molecules within
two oxygen atoms in OH bridges are 2.2 A apart from each the first 1 ps of the simulation. We also note that the water
of the zirconium ions. Oxygen atoms at the corners of the molecules bound to the complex do not exchange with the
pyramid bases of the two units are staggered with respect tobulk water molecules on the time scale of the simulation, as
each other when viewed along the -ZEr axis. More evident from the flat and long plateau of the radial distribu-
precisely, oxygen atoms at the corners of the top monomertion function (g(r)) at the zero value between the peaks for
are 36 out of phase from those in the bottom monomer the first and the second shell of coordinated water<3.7
(Figure 4). The structure was also subjected to optimization A, Figure 5a). The ZrZr distance oscillates around 3.65
using BLYP and the B3LYP/LanL2DZ level, with results A, with no drift (Figure 5b), indicating the general stability
in close agreement to the ones described above (Table 1)of the cluster. The first shell water molecules are organized
The obtained distance between Zr atoms and bridging O around each zirconium ion in a pyramidal fashion (Figure
atoms is in the range of the values published for related Zr 5c), the overall final arrangement being similar to that of
compounds in the solid state, such as the tetragonal (boththe gas phase, except for one pyramid that lacks a water
experimental and calculated) Zr6tructure (2.09-2.44 Ay8 molecule. More specifically, the geometry of the first
and the calculated amorphous Zr2.04-2.25 A)#° The coordination shell of the eight-coordinated Zr ion corresponds
Zr—Zr distance is, as expected, somewhat larger than in theto an antiprism, with the peaks of the angular distribution
monoclinic ZrQ structure (crystal structure data), which is function (the plotted angle i81O—Zr—0O) coinciding with
3.44-3.47 A% Our values also agree with the calculated those of the ideal antiprism (7082°, 108, and 142). The
gas-phase ZrO bond lengths in a series of Zr(OkH.0)m peak at 76-85° (corresponding to the 7Gnd 82 peaks of
monomers with varyingn, m (Zr—Oon: 1.9-2.2 A; the ideal antiprism) stems from two kinds of-@r—0O
Zr—Owpo: 2.2-2.4 A)5t angles: 0O—Zr—0 formed by the oxygen atoms which are
In order to explore the dimer structure in agueous solution, next to each other and are located within the same pyramid
the optimized staggered structure was placed in a box with (ideally 70°), and[JO—Zr—0 in which one oxygen atom is
49 H,O molecules. The system was allowed to evolve for from the top and the other one is from bottom pyramid, and
10 ps at 300 K using a Nodeoover chain thermostat. which are 45 out of phase from each other (ideally °§2
Analysis of the final trajectory revealed that both-ZD radial Another peak is centered at I4@nd is produced by the
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Figure 5. Zirconium dimer (Zr(OH),(H20)125") in solution. (a) The Zr—O radial distribution functions (g(r), solid lines) and
corresponding running coordination number integrals (NI, dashed lines) for the two Zr** ions. Note the difference between the
coordination numbers for the two Zr** ions (7 and 8). (b) Zr—Zr distance as a function of time. (c) Angular distribution function.
Angle plotted: 0O—Zr—0. Arrangement of H,O and OH groups around the eight-coordinated Zr ion (red) corresponds to an
antiprism, whereas this arrangement around the seven-coordinated Zr ion (blue) corresponds to a pentagonal bipyramid.

O—Zr—0 angle defined by oxygen atoms from the top and
bottom pyramids, 135out of phase from each other (ideally
142°). A much less pronounced feature at +d3.5° comes
from the O-Zr—0O angle in which both oxygen atoms are
located within the same pyramid and are opposite to each
other (ideally 108). The angular distribution function of the
seven-coordinated Zr ion is clearly distinct from the eight- [
coordinated Zr case and indicates a pentagonal bipyramiciEasitead
geometry. Its coordinating groups produce peaks &t 75
(angle between O atoms in the pentagonal basé)(@®le
between O atoms in pyramid plane and pyramid corner); 140
(angle between second nearest neighbors in the pentagona
base), and 180(angle between two pyramid apexes), coin-
ciding with the ideal pentagonal bipyramid peaks &t B2°,
144, and 180. In both cases, departures from the ideal peak
positions and widths are due to thermal fluctuations as well
as the bending imposed by the existence of the two OH Figure 6. Initial structure of the linear trimer ([Zr3(OH)s-
bridges. (H20)16]%%). Three Zr** ions are connected by four OH bridges,
Although data for direct comparison with experimental in a linear fashion. (a) Ball and stick model. Yellow stars in
values are not available, theZZr and Zr—O distances fall ~ the top view denote oxygen atoms bound to the front
within the range of values observed in dinuclear zirconium zirconium ion, whereas open yellow circles denote oxygen
organometallic complexes, such as the one with the hepta-atoms bound to the middle Zr** ion. (b) Three square
dentate ligand dhpta (reported average-Zr and Zr0O antiprism monomer units are shown in different colors (green,
distances are 3.5973 A and 2.165 A, respectivélyd the gray, purple) to facilitate viewing. Zr** ions: yellow; oxygen

one with lactate ligands (3.5 A and 2@.2 A, respec-  &toms in OH bridging groups: blue; oxygen atoms in H,O
tively).3 molecules: red. Side and top views are shown.

In summary, we find that a dimer structure with two OH
bridges and 56 water molecules coordinating Zrions is units increase rapidly. Although more trimer configurations
stable both in gas-phase and aqueous solution, on the timeare conceivable, we focus here on two general configura-
scale of our simulation. The major difference between the tions: linear and stacked (Figures 6 and 7). The linear
gas-phase and aqueous solution results is in that the aqueoustructure consists of three antiprism units connected by
structure has one seven-coordinated and one eight-coordibridges (Figure 6); the more compact, stacked structure
nated Zf* ion, as opposed to the two eight-coordinated Zr consists of three monomer units joined by three bridges, each
ions in gas phase. The arrangement of the terminal watershared by two adjacent Zrions, and one, central bridge
molecules and OH groups within the monomer units is either which is shared by all three Zr ions (Figure 7). We
square antiprism or pentagonal bipyramid, depending on theattempted several compact trimer structures with respect to
coordination, and the spatial relationship between the two the nature of the bridges (the,® bridges were not con-
units is such that water molecules are staggered. sidered based on the dimer result described in the previous

B. Trimer Clusters. With an increasing number of #r section): (a) all four bridges are?Oions; (b) all four bridges
ions, possibilities for different arrangements of the monomer are OH groups; (c) the central bridge, shared by thréé Zr

side view

top view top view



150 J. Chem. Theory Comput., Vol. 4, No. 1, 2008 Rao et al.

one). Such a stability order was also observed in a compu-
tational study of At cluster specie%

We first attempted to obtain a stable trimer structure in a
fashion similar to the one used for the dimer: the described
initial configurations were allowed to relax at 300 K in the
gas phase. In the course of the gas-phase CPMD simulation
side view side view at 300 K, with the exception of the above-described structure

: (b), which completely falls apart, all attempted stacked
trimers follow a similar behavior, in that two #r ions
remain at the distance of 3-3.2 A, throughout the 7 ps
simulation time, whereas one “Zrion moves to a longer
distances of 3.64.0 A from the other two ions, extending
the related bridges. Due to the computational cost of CPMD

a)

top view top view simulations (especially in agqueous solutions), we have chosen
one of the above-described structures{f@H);O(H,O).g] ")

Figure 7. Initial structure of the stacked trimer. Three Zr#* to extensively investigate with respect to both the gas-phase
ions are connected by three bridges, and share another and aqueous solution dynamics (the choice is based on the
bridging group through a second set of three bridges. (a) Ball structural relationship to the Zr hexamet®). As we will
and stick model. (b) Three square antiprism monomer units discuss later in the text, on the CPMD accessible time scale,
are shown in different colors (green, gray, purple) to facilitate the trimer species exhibit a “breathing” behavior, in which
viewing. Zr** ions: yellow; oxygen atoms in bridging groups the Zi** ion which initially moves somewhat away from the
shared by two Zr** ions each: blue; oxygen atom bound to other two Zf* ions periodically comes back forming roughly
all three Zr** ions: brown; oxygen atoms in H,O molecules: the initial stacked trimer structure.

red. Side and top views are shown. In an attempt to further examine the stability of the stacked

trimer with respect to the 2t ion drifting away from the

ions, is an OH group (brown, Figure 7); the three bridges, cluster, the simulation for [Z(OH);O(H:0)¢]"" was re-
shared by two Z* ions each (blue, Figure 7), aré-Gons; peated at 100 K and at 50 K, neither of which was able to
(d) the central bridge is an?0 ion, and two out of three capture thg anticipated degree of stabil_ity (i.e., no drifting
bridges shared by two Zr ions each are OH groups, with  Of the Zr“*_ ion). We also used the following procedure: all
the remaining bridge an®©ion; () the central bridge is an  ©f the distances between Zr ions and O atoms were
02 ion, and two out of three bridges shared by twd*zr ~ constrained to 2.3 A, whereas-®1 bonds as well as the
ions each are ® ions, with the remaining bridge an OH  corresponding bond angles and dihedral angles were permit-

group; and (f) the central bridge is afGon, and the three ted to change in the course of the simulation. Thus the water
bridges shared by two Z ions each are OH groups. molecules around each Zr ion were allowed to relax to their

The initial configuration of the linear trimer was con- ©Ptimal positions, while the monomer units were forced to

structed by placing three Zr monomer units next to each other®main bound to each other. The constrained CPMD simula-
so that the two sets of OH bridges (connecting the first and tion was c_arrled_out for 5 ps at 300 K E_:lnd was fgllowed by
the second unit, and connecting the second and the third unitinconstrained simulated annealing using a scaling factor of
are 90 out of phase with respect to each other to minimize 0.999. The_stacked_trlmer remamed mostly intact with _only
steric crowding effects. The ZiZr—Zr angle was setto 180 @ HsO™ moiety leaving the main cluster. The geometrical/
Each Zf* ion was surrounded by water molecules (six and gtructural char!ges that occurred during the gas-phase simula-
four for the terminal and middle Zf ions, respectively) so  tion are described below.
that the coordination of eight was achieved. In addition, a  With respect to the linear trimer, a “straight” and a “bent”
bent linear structure was studied in which the-Zr—2zr form were tested. Both forms fall apart in the initial stages
angle was set to 132 of CPMD gas-phase simulation. We attempted the con-
The stacked trimer was constructed by arranging each ofstrained CPMD simulation as described for the stacked
the monomer units around three adjacent faces of a cubeltrimer, but, in the course of simulated annealing, the trimers
The joint vertex of these three faces of the cube is occupieddisintegrated by the cleavage into a monomer and a dimer
by the bridging group shared by three*Zions, while the ~ occurring at the OH bridges (resulting in one OH group
bridges that connect two Zrions each occupy the remaining leaving with the monomer unit and the other one remaining
vertices (Figure 7). The Zr ions are placed above the centerwith the dimer). The geometry of the dimer is similar to the
of each face, and additional water molecules are added sgone described in section lll.A. In conclusion, no stable linear
that each monomer unit is eight coordinated in an antiprism trimer was observed.
configuration. The zirconium ions are placed at an equal The stacked trimer obtained from the constrained CPMD
distance of 3.76 A from each other. Intuitively, the stacked followed by simulated annealing had the following properties.
structure (shown in Figure 7) should be more stable than The final configuration retained roughly its equilateral
the linear one, due to its more compact geometry and triangular shape, with ZrZr distances of 3.60, 3.54, and
additional linking bridges with respect to the linear trimer 3.51 A. However, two of the zirconium ions have the
(6 bridges in the stacked trimer vs 4 bridges in the linear coordination number of 7, while the third zirconium ion has



Study of the Small Zr(IV) Polynuclear Species

Table 2. Optimized Geometry of the [Zr3(OH)30(H,0)15]"*
Trimer, Obtained Using Different Computational Levels?

BLYP/plane BLYP/ B3LYP/
wave basis LanL2DZ LanL2DZ
Distance (A)
Zr—Zr 3.487—3.604 3.588—3.607 3.553—3.572
Zr—OoH 1.903—2.221 1.914—-2.318 1.901—2.296
Zr—Opridge 2.074—2.291 2.065—2.193 2.149-2.167
Zr—Ownz0 2.193-2.368 2.241-2.356 2.224-2.327
Angle (deg)
Zr—2Zr—2r 57.97—-61.20 59.75—-60.26 59.74—60.28
Oon—Zr—Opn  106.56—111.67 100.18—113.94 106.90—108.64
Zr—02=—7Zr 110.54-114.33 111.38—115.67 111.70—115.72
O-zZr—0b 65.98—85.14 65.28—91.29 65.42—90.94
O—Zr—0¢ 106.29—-162.91 100.18—172.05 100.86—171.50
0—-zr—0¢ 74.63—133.83 71.24—134.17 71.61-134.26
O—-Zr—0¢ 146.59—-152.79 147.05—-151.63 147.12—-151.86

2 See text for the discussion about differences between the
optimized structures. » O—2r—0 refers to angles defined by O, Zr,
and O atoms in which the Zr and O atoms lay on the pentagonal
base, and O atoms are adjacent to each other. The value for such
an angle in an ideal pentagonal bipyramid is 72°. ¢ O—Zr—0 refers
to angles defined by O, Zr, and O atoms in which the Zr and O atoms
lay on the pentagonal base, and O atoms are not adjacent to each
other. The value for such an angle in an ideal pentagonal bipyramid
is 144°. 4 O—Zr—O refers to angles defined by an O atom located on
the pentagonal base, and Zr and O atoms are located below or above
the pentagonal base. The value for such an angle in an ideal
pentagonal bipyramid is 90°. ¢ O—Zr—0 refers to angles defined by
an O atom located below the pentagonal base, a Zr atom within the
base, and an O atom located above the base. The value for such an
angle in an ideal pentagonal bipyramid is 180°.

a final coordination number of 8. During the simulated
annealing, one of the water molecules initially surrounding
a Zr ion moved away from the first coordination shell,
settling at the distance of 10.64 A from the*Zrion it

originated from, while abducting a proton from a water

J. Chem. Theory Comput., Vol. 4, No. 1, 20051

three optimized structures have a distorted pentagonal bipyra-
mid configuration, with a range of values for the angles,
centered at the value of the ideal pentagonal bipyramid (see
footnote, Table 2). Further comparison with literature data
is not possible, since the literature information is scarce and
conflicting: no structure description has been published, and
several compositions have been suggested and disptted.

To determine the stability of the observed structure, the
stacked trimer obtained from the simulated annealing process
described above was simulated further. Afee5 psgas-
phase equilibration at 300 K using a Nedeover chain
thermostat, the system was allowed to evolve for 50 ps.
During the 50 ps CPMD simulation, a third water molecule
(in addition to the two water molecules which left the cluster
during simulated annealing) moved away from the first
coordination shell of the remaining eight-coordinated Zr ion,
to a distance of 4.15 A from the nearest*Zion, making
all three Zf#* ions seven-coordinated, the same as that
obtained by geometry optimizations (Figure 9a). The remain-
ing bound water molecules produce a sharp g(r) peak at 2.2
A distance for each of 2t ions, with the running coordina-
tion number plateaus clearly at seven. In the case of the Zr
ion which has a terminal OH group in its first coordination
shell, we observe two peaks in the radial distribution
function: one at 1.8 A, corresponding to the oxygen atom
of the terminal (not a bridging one) OH group, and another
one at 2.2 A, stemming from oxygen atoms of terminal water
molecules. Also, after the initial 11 ps of the simulation, the
Zr** ion unit with one terminal OH group started drifting
away from the cluster. It settled at a distance~ef.1 A
from the other two Zt" ions. This configuration persisted
for about 6 ps, when the Zrion unit drifted back to~3.6

from the other two Zt" ions, and remained in this
configuration for about 2 ps, followed by another movement
to ~4.1 A from the other Z ions, where it again remained

molecule remaining within the cluster (bound to the same for ~5 ps. After coming close to the rest of the cluster
Zr ion). Subsequently, a second water molecule broke away(rémaining there for-4 ps), this unit departed the cluster
from another Z#* ion and reached a stable distance of 4.5 again, this time remaining at4.1 A for ~15 ps (Figure

A from the Zr* ion it was bound to and that same distance
to the eight-coordinated Zr ion. Thus, the resulting cluster

9b), afterward joining the cluster fer6 ps. Thus, we observe
an irregular oscillatory movement of one Zr unit with respect

has two seven-coordinated Zr ions, one of which has a to the other two. At each instance of this*Zion moving

terminal OH group instead of a,® molecule.

away, the two other 2t ions come closer to each other with

The annealed structure was Subjected to Optimization at respect to their distance in the initial several piCOSGCOI’ldS of

the B3LYP/LanL2DZ level, with the resulting geometrical

the simulation, as a consequence of decreased steric crowd-

parameters summarized in Table 2 (also see Figure 8). Duringind- Moreover, the central bridging oxygen atom was

the B3LYP optimization, one ¥0" moiety moved away
from the cluster, resulting in a stacked trimer with three
seven-coordinated Zr units. In other words, in addition to
the two OH and one & bridges, two of the three Zr ions

observed to move above and below the plane defined by the
three Zf* ions (Figure 9c) during the first 10 ps of
simulation. From this point onward, this oxygen atom was
found to remain on one side of the plane defined by the three

have one OH group and three water molecules in the Zr*" ions. Thus, at all the times, one atom or a group of

coordination shell. This structure was confirmed by BLYP/
LanL2DZ optimization (Table 2). The BLYP/plane wave

atoms was moving away from the rest of the cluster: in the
first 10 ps, it was the central, bridging O atom; afterward, it

optimization was conducted starting from the geometry taken Was a Zr monomer unit.

at the 10th ps of the CPMD simulation following the

The stacked trimer structure was then tested in solution,

simulated annealing (discussed in the next paragraph). Theby placing the structure obtained at the end of the gas-phase

difference with respect to the B3LYP/LanL2DZ geometry
is that only one Zr ion has a coordination shell with an OH

constrained dynamics run in a box with 73 water molecules
(15.6 A size) and simulating the system for 10 ps. We find

group. Other geometrical parameters are in agreement withthat all three Zr ions remain seven-coordinated (Figure 10a),

the two other reported levels (Table 2). All Zr ions in the

with oxygen atoms of the coordinating species at 2.2 A from
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Figure 8. Optimized structure of the stacked trimer ([Zr3(OH);0(H,0)15]""). (a) Structure optimized by BLYP/plane wave basis
set. (b) Structure optimized using the B3LYP/LanL2DZ basis set. The connecting lines show the pentagonal base in the pentagonal
bipyramid arrangement of each Zr unit (not the chemical bonds). The Zr** ions are located at the center of each base. The axial
oxygen atoms are connected to the Zr ions to show their axial position with respect to the pentagonal base. Zr** ions: yellow;
oxygen atoms in OH bridging groups: blue; oxygen atom bound to all three Zr** ions: brown; oxygen atoms in H,O molecules:
red. The oxygen atoms in terminal OH groups are marked by a yellow “x” sign. Side and top views are shown.
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Figure 9. CPMD simulation of the stacked trimer ([Zr3(OH);O(H,0)15]”") in gas phase. (a) Zr—O radial distribution function
(g(r), solid line) and the corresponding running integral coordination numbers (NI, dashed line) for the three Zr** ions. (b) Zr—Zr
distance for all three possible pairs of Zr** ions (red, blue, and green lines). Note that one of the Zr** ions (red, blue) moves
~4.2 A away from the other two in the 11th, 19th, and 28th ps of the simulation and remains at that distance for ~7 and ~16
ps. As this happens, the distance between the other two Zr** ions shrinks slightly, as a consequence of decreased steric crowding.
(c) Distance of the O atom shared by the three Zr ions from the plane defined by the three Zr ions. The change of sign from
positive to negative indicates that the O atom is moving from one side of the plane to the other.

the Zr ion. On the scale of the simulation, no exchange unit: the locations of the peaks of the angular distribution
between the terminal and bulk water molecules is observed.functions point to a significantly distorted pentagonal bi-
Figure 10b illustrates the stability of the cluster within the pyramid (Figure 10d). The-72° peak, characteristic of the
10 ps simulation timethe Zr—Zr distances oscillate around pentagonal bipyramid (angle between the species on the
3.54 A, with no drift. The spatial arrangement of the pentagonal base) is present. The main distortion from the
coordinating species (one O bridge, two OH bridges, and ideal pentagonal bipyramid occurs with the position of the
four H,O molecules) of the three seven-coordinated Zr ions oxygen atoms perpendicular to the pentagonal base (axial
is somewhat different from the dimer seven-coordinated oxygen atoms); instead of a 9@ngle with the base, we
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Figure 10. CPMD simulation of the stacked trimer ([Zr3(OH)30(H20)15]"*) in aqueous solution. (a) The Zr—O radial distribution
functions (g(r), solid lines) and corresponding running coordination number integrals (NI, dashed lines) for the three Zr** ions,
indicating their seven coordination. (b) Zr—2Zr distance for the three pairs of the Zr ions, oscillating around 3.54 A. (c) Distance
of the O atom shared by the three Zr ions from the plane defined by the three Zr ions. Unlike the gas-phase simulation, the O
atom did not move from one side of the plane to the other. (d) Angular distribution function for the three Zr ions (O—Zr—0 angle
plotted), indicating a distorted pentagonal bipyramid arrangement of the coordinating oxygen atoms around each of the Zr ions.

observe an 85angle. In addition, instead of an ideal linear picosecond time scale, the trimer undergoes internal motions
arrangement (180 between the two axial oxygen atoms which indicate a possible cluster disintegration at a later
around the same Zr ion, we find a peak at 155 stage.

In summary, we find that the stacked trimer is a possible, The basic structural motif seen in the studied forms is a
but not very stable, structure in the gas phase. A notableseven to eight coordinated %rion, consistent with the
dynamical feature of the gas-phase structure is the oscillationcoordination assigned to the “Zrion in general. The
of one monomer unit (shown here through the motion of zirconium ion is surrounded by 4@ molecules and OH (or
the corresponding Zr ion, Figure 9b), which might  02") groups, with Zr-O bonds of~2.2 A length. After a
ultimately lead to cluster disintegration on a longer time certain coordination is assumed in the course of gas-phase
scale. However, CPMD simulations beyor80 ps presented  structure determination, the initial changes in the coordination
here are not practical at this point in time. This motion was shells and settling to a certain coordination number, we do
not observed in the course of the simulation in aqueous not observe Z+O bond breaking, i.e., exchange of the
solution, due to the shorter simulation time as well as terminal, bound HO molecules with the bulk. Depending
constraints posed by water molecules that surround the clustebn the coordination, the monomer units take either a
(longer simulation, impractical at this time, is predicted to pentagonal bipyramid (seven-coordinated) or antiprism spa-
show one monomer unit leaving the cluster as well). In the tial arrangements (eight-coordinated), the latter also observed
course of the 10 ps simulation in solution, the species appeardn the case of the tetramét.The strain imposed by the
stable, with Zr-Zr distances oscillating around 3.54 A. All  binding pattern between the units induces different degrees
three Zr ions remain surrounded by seven ligands (a bridging of distortion in these geometries.

O group, two bridging OH groups, and fous® molecules; The monomers are bound by O-containing bridges, result-
unlike the gas-phase structure, no terminal OH groups wereing in another repeating, and stable structural motif. For the
found in the first coordination shell), arranged in a distorted gimer, we focus on the Zr(Okgr unit, which also appears
pentagonal bipyramid geometries. in the tetramer species. However, such a pattern does not
hold the molecule together in the case of the studied linear
IV. Discussion trimer: the Zr(OH)Zr(OH),Zr “backbone” of the trimer
The present CPMD simulations, along with those presentedbreaks into a dimer and a monomer unit within a very short
in ref 47 show that several smallZrpolynuclear clusters  time. A structure that seems to better accommodate the steric
exist in agueous solution as structures consisting of seven-crowding present in the trimer involves a bridging O atom,
and eight-coordinated monomer units, with common features.which connects to all three Zr ions, and single OH or O
Whereas the dimer and the tetraffieappear stable at the bridges between each pair of “Zrions. The Zr(OH)Zr



154 J. Chem. Theory Comput., Vol. 4, No. 1, 2008 Rao et al.

structural motif has a consistent geometry when the dimer its existence. Also, our study of the zirconium hexather
and the tetramer are compared: the-Zr distance is~3.8 reveals that it can be viewed as built from the trimer units.
A and the ZrOoy distance is~2.2 A. These distances are  Thus, the trimer could be a transient species in the process
shorter and more dispersed in the thoroughly studied stackedof hexamer formation.
trimer due to a much higher strain (3:3.6 A Zr—2zr
distance and 1:92.2 A Zr—Ocy distance). Such a highly Acknowledgment. This research was supported in part
strained trimer geometry is the probable cause of the by the Petroleum Research Fund administered by the
fluctuations of one of the monomer units. American Chemical Society, in part by the Colgate-Palmolive
As opposed to the tetramer, in which all the Zr ions are Company. Computer time from Pittsburgh Supercomputing
eight-coordinated, one of the dimer Zr ions is seven- Center is greatly appreciated. N.R. and V.P. acknowledge
coordinated. This lower coordination does not change in the support from the H. O. West Foundation and NSF (CHE-
course of the 10 ps simulation of the dimer in aqueous 0420556) and thank Dr. Z. Liu and Dr. E. Birnbaum for
solution, i.e., a water molecule from the bulk does not fill helpful discussions.
the vacancy (such a process was observed in, e.g., aluminum

chlorohydrate Ads; cluster, using the same simulation method
and on a similar time sca®.

The present work indicates not only that the stacked trimer
could exist but also that it may not be a very stable structure,
due to a highly strained core consisting of three Zr ions
connected by altogether four bridges, where one bridging
oxygen atom is shared by all three Zr ions. We observed
significant oscillations of one Zr monomer unit with respect
to the other two in the first 50 ps of the gas-phase simulation.
However, we were not able to detect a similar behavior in
solution, due to the confinement of the trimer by the water
formed cage around it. We suggest that this instability would
be detected in solution as well, if a longer simulation was
possible. This argument holds for a seemingly contradictory
finding of an X-ray study of the Zr, Ti, and Hf binding to
transferri? a protein that regularly binds iron, which
suggests that the trinuclear cluster that is either grown within
the protein or bound to the protein cleft is very similar to
what we call the stacked trimer. The stability of the cluster
within the cleft in this case might be enhanced by the
confinement coming from the protein groups; without such
confinement, the fluctuations of one of the Zr monomers
would be possible.

V. Summary

Despite the importance and widespread use of zirconium
hydroxy polynuclear clusters, certain important and basic
aspects of their structure and dynamics are not known. This
lack of information in some cases limits or even rules out
our predictive power with respect to possible functions and
applications as well as activities in known applications. By
conducting a CPMD simulation study of the two smallest
Zr%t polynuclear species, we have provided the necessary
basic information on their structure and dynamics in aqueous
medium, in which most of the applications are conducted.
Our study resulted in a detailed understanding of the
structure, including repeating motifs, which will be used for
studying larger Zt* polymers, such as the hexamer, and it
reveals for the first time possible configurations of the dimer
and trimer. Based on the observed fluctuating internal motion
of one Zr monomer with respect to the other two, we
postulate that the stacked trimer (structure obtained in our

study) has a somewhat unstable structure and might persist

only on a short time scale upon its formation, which might
be the reason for conflicting experimental reports regarding
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Abstract: Ab initio Car—Parrinello molecular dynamics simulations have been performed in
order to investigate the solvation properties of Mg2+ and Ca?" in fully deuterated methanol solution
to better understand polarization effects induced by the ions. Charge transfer and dipole moment
calculations have been performed to give more detailed insight on the role of the electronic
reorganization and its effect on the first solvation shell stability. The perturbation of the methanol
H-bond network has been investigated.

Introduction liquid methanol properties and its interactions with ions and
Simulation studies of the structural and dynamical properties Simple molecules is becoming of paramount importance.
of solutions of ions in polar solvents are of great importance  In this paper, we report on ab initio molecular dynamics
to understand the effects of charged species on the physicasimulations, within the CarParrinello (CPMD}*“¢ formal-
and chemical properties of ionic solutions. The presence of ism, of Mg?* and C&* ions in methanol. Particular attention
ions can strongly perturb the structure of the liquid, and this has been paid to the structure of the first solvation shell and
can have relevant effects on the chemical reactivity in to the change of ground-state electronic properties of the ions
solution. In general a particular role is played by the stability and of the solvent molecules. This kind of approach has been
of the first solvation shell although in some cases the used with success to study ions in solutfs#314*5¢ showing
perturbation extends farther away from the ion. Despite the that the most relevant effects are concerned with the first
large variety of polar solvents of common use in chemistry, solvation shell. The nature of the interactions that stabilize
only watet ! and, to a lower extent, ammonA#-13 have the first solvation shell of the Mg and C&" ions in
been extensively analyzed from the theoretical and compu-methanol has been interpreted in terms of charge transfer
tational point of view. A series of ab initio molecular and polarization, confirming the stabilization model proposed
dynamics and cluster calculations on ions in these soleffts  in the case of the [i*® Na*, and K" ions’ in the same
has been performed showing the importance of polarization solvent.
interactions inthe reproduction of the experimental redatg*

At present, methanol, the smallest molecule characterizedComputational Details
by both a hydrophobic and a hydrophilic group, is widely The simulations have been performed with the CPMD
used as a solvent, but the number of computational studiescodg346in cubic boxes of 12.05 A and 13.99 A side with
on the structural and dynamical properties of the ligtic® periodic boundary conditions using 25 and 40 methanol
and its ionic solution®~37 is limited. In the past few years  molecules, respectively, and one ion. The initial configuration
the interest on methanol has also grown as a possible fuelwith 25 molecules sample has been constructed starting from
cell component®42 Therefore, the comprehension of the the last configuration extracted from a previous €ar
Parrinello simulation of Li in methanol® with the simple

* Corresponding author e-mail: gianni.cardini@unifi.it. ion substitution. The initial configurations for the larger
 Universitadi Firenze,. systems have been taken from the last configuration obtained
¥ European Laboratory for Nonlinear Spectroscopy (LENS). performing a preliminary classical simulatior 100 ps)

10.1021/ct700209v CCC: $40.75 © 2008 American Chemical Society
Published on Web 12/18/2007
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using semiempirical potentials with Lennard-Jones param- 25
eters taken from the literatufe. ]

N
o
Ll

After a thermalization at 300 K by velocity scaling-{
ps), the equations of motions have been integrated with a
time step of 5 au+0.12 fs) in the NVE ensemble storing
atomic coordinates and velocities for the subsequent analysis.
The simulation time has been ofL6 ps and~9 ps for Mg+ 1
and C&", respectively, in the 25 solvent molecules samples 51
and of~11 ps for the samples with 40 methanol molecules.
The computational protocol adopted in previous weftks>8 0 2 & & 8 10 12 14 16
has shown that the time scale is sufficient to accurately time (ps)
reproduce the structural properties. The correct conservation
of the energy, a sensitive parameter in CPMD charged

systems, has been monitored during the whole simulation ] ]
run. Results and Discussion

. The systems have been initially simulated in samples with
Most of the analysis reported here have been performed25 methanol molecules. In the case of the¥! I
: . ) . . g peculiar
on trajectories from simulations of the larger samples. behavior has been noticed. A 5-fold coordination has been
The deuterium has been used instead of hydrogen to allowpbserved during the initial 7.3 ps of the run (see Figure 1)
for a larger time step. Density functional calculations in the with a sqguare pyramidal basis coordination geometry (see
generalized gradient approximation (GGA) have been per- Figure 2a). Subsequently the number of methanol molecules
formed using the BLYP-52exchange correlation functional. around the ion rises up abruptly to a stable 6-fold octahedral
A ficticious electronic mass of 800 au has been adopted to coordination (Figures 1 and 2b).
keep the system on the Bor®ppenheimer surface. The In order to explain this behavior, the energy of the
plane wave (PW) expansion has been truncated at 70 Ry.optimized geometry for the two configurations (extracted
Martins-Troullief® pseudopotentials (MT) have been used before and after the coordination number change) has been

along with the Kleinman-Byland&rdecomposition for the tc_omputeq fO{hlsoéitsg ?Iusttgrs V\ll'th daltlhelesc‘g%rlf bca[c ula-
C, H, and O atomic species. For the calcium ion preliminary |otns_l,_husm|g t € d_untc lonat an ted in Tabl aTIISS d
simulations with 25 methanol molecules have been per- SEL. The clusters coordinates are reported in Tables fl-> an

. . ) . lII-S of the Supporting Information, and the first shell
formed adopting either a MT semicore pseudopotential ' . I
ideri the 1s. 2 d 20 elect configurations are shown in Figure 2a,b. The results show a
(considering as core e 1s, s, and #p €lec rons) or E]lhigher stability of the 6-fold coordinated cluster with a
Goedecker semicore pseudopotential @€)in order to

) X . difference in the binding energy of 29.95 kJ mblThis
analyze possible effects of the pseudopotential choice. TheValue is about 1 order of magnitude higher than the thermal
results of the two simulations showed very similar structural

_ § : _ ’ energy at 300 K (2.49 kJ mol) and explains the observed
properties as reported in the Supporting Information (Figure giapility of the 6-fold coordinated ion once it is formed. The

1-S). In the larger samples, for both calcium and magnesiumipitia| 5-fold configuration can be attributed to the selected
ions, Goedeckér*°type pseudopotentials have been adopted starting configuration and to a likely too short thermalization
as in previous works on monovalent cations in meth&hdl. run (~1 ps) with respect to the cage relaxation time.

The reliability of the pseudopotentials and of the compu- It is interesting to note that the salient structural data for
tational approach chosen for the simulations and the subsethe two parts of the simulation are not particularly different,
quent analysis has been confirmed by the convergence ofas in Figure 2-S of the Supporting Information. In particular,
the structural data with plane waves cutoff as reported in comparison of the two partial pair distribution functions with
Table I-S of the Supporting Information. A good binding the total shows that the first peak position is not appreciably
energy’ convergence at 70 Ry has been obtained. Consider-affécted by the variation of the coordination number.
ing the higher extension of the basis set used in this work " Figure 3 the pair radial distribution function for the
with respect to those present in literatffeadopting the ~ M3—0 and Ca-O distances, together with their integration
B3LYP/6-31+G* level of theory calculations, the agreement humber, are reporte_d for samples with 40 me_thanol molecules
with the literature values is fairly good. The “all electrons” and compared with the system containing 25 solvent

. L molecules.
ca_llculatlons show a lower b!ndmg_ energy valu_e for Mg Itis evident that, for both ions, the sample dimension only
with respect to PWs expansion, with an opposite trend for . o :
C2* butin both cases the differences are lower than 2 keal gffects the second solvatlon.shell thatis shght!y better defined
O in the larger sample, showing clearly that it is formed by 6
mal™. molecules. In the case of €aa small effect on the height
Atoms in molecules (AIM3®~"* and maximally localized  and width of the first peak can also be noted implying a
Wannier function centers (WFCs) analysi§ have been  greater rigidity of the first solvation shell in the smaller
performed averaging over equi-spaced configurations in the simulation box. The stability of the second shell is higher
samples with 40 methanol molecules, every 0.08 ps fot'Mg  for the larger samples as it can be inferred from the slightly

and 0.09 ps for CA. deeper second minimum.

o
1

>
1

molecule number

Figure 1. A dot is reported at each time step for a molecule
in the first solvation shell.
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Figure 2. Mg ion and its nearest neighbors: (a) configuration extracted from the first part of simulation (pentacoordination) and
(b) configuration referred to the second part of simulation.
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Figure 3. Pair radial distribution functions and integration numbers of Mg?* (a) and Ca?* (b) with 25 methanol molecules (dashed
lines) and with 40 methanol molecules (full lines), respectively.

Table 1. Salient Structural Data (Distances in A) for Mg2+ distance (2.15 A). The results of the present simulation are
and Ca?* Solutions with 25 and 40 Solvent Molecules? in full agreement with experimerits’”in the case of the Ca
O-+M2* cutoff n(n ion.

Mg2* (25) 215 3.00 5.6 (5 or 6) For both ions the residence time of the methanol molecules
Mg2* (40) 215 3.00 6.0 in the first solvation shell is longer than the simulation time,
Radnai et al.™ 2068 595 and no exchange of methanol molecules has been observed
Tamura et al.’ 2.00 25-3 6.0 between the first and second solvation shell, as can also be
Ca2t (25) 2.40 3.25 6.0 argued by the flat and deep minimum in the pair radial
Ca?* (40) 2.40 3.45 6.0 distribution functions. A similar behavior has been reported
Megyes et al.7677 2.39 6.0 for water solution where many of these dications are
aThe coordination number, n(r), has been computed at the cutoff surrounded by a rigid first solvation shell that shows a slow

distance. The data are compared with experimental results. exchange of water molecules with the second SHéd7e-80

N ] ) ~ Earlier, diffusion coefficient calculations and solvation

_Table 1 reports the position of the first peak in the radial gjmy|ations reported a very long lifetime for water molecules
distribution function and the integration number. in the first solvation shell around Mg, falling in the range

It can be seen that the cutoff distance has no effect onof hundreds of picosecon@sg?
the coordination number due to the fact that the first  The small amplitude of motion in the cage is well evident
minimum in the g(r) is widespread. X-ray diffraction  from the pair distribution functions (Figure 3) characterized
studies* locate the first peak position at 2.068 A with a py a very sharp first peak. This is further emphasized by the
“relatively rigid octahedral” cage thus proposing a 6-fold angular distribution function reported in Figure 3a-S along
coordination. Subsequent studies, supported by molecularwith the spatial distribution functid@8® of Figure 3b-S
dynamics simulation&; confirmed these findings although  obtained from the configurational space spanned by the ion
with a first peak position at shorter distance (2.00 A) than considering a methanol molecule of the first solvation shell
the X-ray result. In the present calculation the first peak as the reference system. As expected, the oxygen lone pairs
position for Mg" solutions is found at a slightly larger of the methanol molecules are steadily oriented in the
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(a) (b)

Figure 4. Spatial distribution functions for the first solvation shell of Mg?* (a) and Ca?* (b) in the system with 40 methanol
molecules. The isosurface represents the 13% and the 16% of the maximum value for Mg?* and Ca?*, respectively. The methyl
groups have been represented by the green spheres.
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Figure 5. Dipole moment for methanol molecules with Mg2* (a) and Ca2* (b). The green bars refer to the dipole moment of the
first shell molecules, whereas the blue bars describe the external molecules contribution. The average dipole moment of the
whole solution is represented by the white bars.

Table 2. Average Dipole Moment Values (in Debye, D) Lo 0251 ]
and Relative Standard Deviation for the Solution (<u> ), 3 50l 021 7
for the First Shell Molecules Contribution (<u«>+s), and for § 0.5 m
the External Molecules (<u> ex) Ezof 1 oib ]
<Utot <U>fs <U>ext § or 7 oos|- 4
2+ O 0
Mg2* 25 29+04 34+04 27403 obs RN A
Mg2* 40 28+0.4 33+02 27+03 =07 1 9%°[ 1
Ca?t 25 28+0.4 32403 2.7+03 3 50l 4 o2F 5
Ca2* 40 28+0.4 33+03 27+04 B 1 o015k .
- 20— —
&L 0.1 ]
o . . g 10 N ]
direction of C&" with the COCa and HOCa tilt angles around s | 0.05r
H i H 0 —r———f T r 0
12@ and 127, respecnvely, with a small amplitude of oo o s RN o
motion around the ion. - B,y..0.y (degrees)

Ia:(;rbggg Icehasriailci:;?]rtm:vg]rz Zmé(i:;?;czfs tf:] dcaagf ||23thaer é—'igure 6. Radial distribution function of the oxygen-WFCs
9 . P .g . - . 9 average distance (fo..w) and angular distribution function of

reported in Table IV-S. A pictorial view of the first sol- the angle between the WECS (yomw) for Mg?* with 40

ve}tion shell is shown in Figure 4 where _the_mot.ion aM- methanol molecules (top) and for Ca?* with 40 methanol

plitude of the OXVQG” at.oms around'the on s dlsplayed. molecules (bottom). The dashed lines refer to the first shell

The spanned configurational space is found to be strictly 1,olecules contribution.

localized around the vertices of an octahedron, particularly

for Mg?*, as can also be argued from the lower dispersion  The perturbation on the solvent structure, due to the

of the data. presence of the ion, has been evaluated in terms of electronic
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Table 3. Hydrogen Bond Network Characterization?

Mg+ Ca2t Mg+ Ca2t

fs tot fs tot fs tot fs tot
fo 100 18 100 22 e 100 1 99 3
fi 0 67 0 62 0 0 18 1 23
f 0 15 0 16 [+7) 0 65 0 58
f3 o) 0 16 0 16
<ng 0.00 0.98 0.00 0.94 <ng> 0.00 1.95 0.01 1.85

a f; represents the percentage of methanol molecules whose oxygen atom is involved in / H-bonds, and <ng is the average number of
received H-bonds per molecule; g;is the percentage of methanol molecules that totally form 7 H-bonds, and <ny> is the average number of total
H-bonds per molecule. The first shell (fs) molecules contribution has been put into evidence.

properties that illustrate the differences from the pure on the oxygen than the noninteracting lone pairs providing
solvent?® The polarization effects are evidenced by the dipole a splitting of the peak. No H-bond network is permitted
moment computed through the maximally localized WFCs between the molecules of the first solvation shell. This can
and shown in Figure 5. be attributed to the steric hindrance of the qiloup. The
The ion perturbation mainly affects the neighboring first shell methanol molecules interact with the ion through
molecules that are highly polarized as it is seen from the both the WFCs that are therefore not anymore available to
change of the average total dipole momehi (~ 0.4 D). accept hydrogen atoms from other methanol molecules. This
In turn the dipole moment of the outer molecules approachesis summarized in Table 3 (left panel) where the percentage
the value of the pure liquid (2.6 B)remarking the weaker  of solvent molecules that accept H-bond formation, via
perturbation at long range. These results are summarized inoxygen atom, is reported along with the average number of
Table 2 where it can be noted that the contribution to the accepted H-bonds per molecule. It can be noticed that no
dipole moment does not depend on the system size. In amethanol molecule in the first solvation shell is a H-bond
recent papef! the polarization provided by monovalent acceptor.
cations on the surrounding methanol molecules was found  The table also reports (right panel) the distribution of the
weaker. The stronger polarization due to these divalent total hydrogen bonds in the system, showing that the majority
cations with respect to monovalent ones has been alsoof methanol molecules are involved in two hydrogen bonds,
reported in water solutioff. a result in agreement with finding in the pure solv&e.%
_For alkaline ions the size of the ions increases going from  £yther insight on the solvent reorganization produced by
Li* to K*, and, consequently, as expected, the induced dipoleihe ion is obtained considering the andlg between the

moment of the solvent molecules decreases. This is particu-dipo|e moment vectoi) and the oxygen-ion interaction axis
larly evident for the first solvation shell molecul@sFor (see Figure 7}59

magnesium and calcium ions a different trend can be It can be seen from the figure that for the first shell

observed: the longer-©Ca distance does not yield a weaker . L L
L . 7 moleculesd, is quite tightly peaked around 18indicating
polarization effect with respect to magnesium ion, and the o ' .
a rigid structure of the solvation shell. For the outer

rturbation on the dipole moment val is similar for both o L )
%i;u bation on the dipole moment values is similar for bot molecules the distribution is very shallow. A similar behavior
' has been generally observed in water solufitti$%929 and

Wlljgdlalfr%..w and anlgularOW:..o..r.]W dlsér|but|pns ct)f tr:ed . only rarely in other solvent®& This behavior can be further
S of In€ oxygen fone pairs have been investigate 0enlightened considering the variation of the dipole moment

Eresttti:)kl/ g%g;sgli tmhﬁlér::irlzgsjl?hgfséh;rglr%ofrtrg gri:ﬁ:nit SIetheorientation and its standard deviation as a function of the
’ P 9 distance from the central ion (Figure 8P+ %

6 showing separately the contribution of the first solvation . .
Neglecting the 3-4 A range, where the statistics are rather

shell molecules. it b that 05 b, i th
A different shape in the distribution of thig....w distances poor, 1t can be seen that, Up 1o 5 £, InCreases smoothly,
and the deviations from the average value are small implying

and a lower value in théw...0..w angles are observed for . : . . . .
the first shell molecules, whereas no change occurs betwee _hat there is a preferential orientation of the dipoles in the

the oxygen and the WFCs attributed to thel@and O-C |_rst and_even in the second_sht_ell. A_tm\s A_a_h|gher
covalent bonds (not reported). For t...o..w angle a disorder in the b_ulk of the solution is evident. Similar results
smaller value can be observed for the lone-pair WFCs of have been obtained for Mg (s_ee Figure _5'8)'

the first shell molecules both in methanol and water The charge-transfer analysis on the ions has been per-

solution165087.83yhile a different behavior is present in the formed using the AIM approach proposed by Batferhis
ro-w distance in the two solvents. A double peak in the method also allows the evaluation of the amount of the

distribution ofro...w is found for the external molecules in  charge transfer as a function of the distance between the ion

methanol, while a symmetrical distribution has been found @nd the surrounding solvent molecules as it is depicted for
for the molecules directly solvating the ion. In the bulk, Mg*" with 40 methanol molecules in Figure 9.

where no coordinative constrain is imposed, some methanol The electronic charge transfer on the ions is 0.221.003
molecules are directionally H-bond&dthrough a single e for Mg?" and 0.347 0.008 € for C&*. The same trend
WEFC. The methanol H-bonded lone pairs are less contractedwas also observed in water soluticfig\ smaller electronic
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Figure 7. (a) Definition of the 6, angle between the dipole vector (i) direction of the methanol molecules and the Ca—O axis.
(b) Distribution function of 6, for the system with 40 molecules. The full line refers to the first shell contribution. The dotted line

represents all other external molecule.
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Figure 8. (a) Standard deviation on the average value of the
0, angle as a function of the distance from the calcium ion in
the system with 40 methanol molecules. (b) O—Ca pair
distribution function (same as Figure 3b with full lines).
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Figure 9. Charge-transfer distribution Ag(e~) as a function
of the distance to the ion (upper panel) and not normalized
O—Mg distribution function (lower panel) for Mg?* with 40
methanol molecules.

number of valence shell electrons and the same charge on
Mg?" and C&" are distributed in a different atomic volume.
The higher ionic radil®:%8 of Ca&2* implies a difference in
hardness$y1®namely the resistance of the chemical potential
to change the number of electrofisCa* can receive a
greater charge amount from the first shell molecules that
become very positively charged. The charge transfer from
the second shell to the first is not sufficient to balance the
charge transferred from the methanol molecules of the first
solvation shell to the ion.

Conclusions

Ab initio CPMD calculations have been performed on
solutions of methanol with Mg and C&" in order to
investigate the reorganization effects on a protic solvent due
to the presence of charged species. The reliability of the
method has been stated by comparison with “all electrons”
calculations with a localized Gaussian basis set, showing
good agreement in the iermethanol interaction. The first
solvation shell properties have been analyzed and compared
to the bulk solvent molecules. The structure of the solvent
has been investigated using distribution functions and the
electronic properties through the AIM population analysis
and the maximally localized WFCs. The box size effects have
been explored, and no evident consequence has been found
on the first solvation shell.

Similar structural and electronic reorganization is induced
on the solvent by the two ions. A stable octahedral coordina-
tion and a high polarization effect on the molecules of the
first solvation shell have been observed. Analysis of the
dipole moment vector has shown a preferential orientation
up to 5 A far from the C& with an influence on the
organization of the second shell molecules as well. The
characterization of the hydrogen bond network has shown a
different trend with respect to that observed in water

displacement was observed for alkali metal cations togethersolutiort¢-50-87.88without any solvent molecule in the first

with a weaker polarization effect on the first shell mol-

solvation shell behaving as a H-bond acceptor. Electronic

ecules’®*1 The higher value for the calcium ion is due to its charge-transfer analysis has confirmed the stabilization of
greater softness with respect to magnesium as expected irthe first solvation shell due to electrostatic interactions as

going down along the group in the periodic tatl@he same

discussed in the literatuf@3!
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Abstract: A versatile reaction coordinate, the “dynamic distance”, is introduced for the study
of reactions involving the rupture and formation of a series of chemical bonds or contacts. The
dynamic distance is a mass-weighted mean of selected distances. When implemented as a
generalized constraint, the dynamic distance is particularly suited for driving activated processes
by controlled increase during a simulation. As a single constraint acting upon multiple degrees
of freedom, the sequence of events along the resulting reaction pathway is determined
unambiguously by the underlying energy landscape. Free energy profiles can be readily obtained
from the mean constraint force. In this paper both theoretical aspects and numerical implementa-
tion are discussed, and the unique and diverse properties of this reaction coordinate are
demonstrated using three examples: In the framework of Car—Parrinello molecular dynamics,
we present results for the prototypical double proton-transfer reaction in formic acid dimer and
the photocycle of the guanine—cytosine DNA base pair. As a classical mechanical example,
the opening of the binding pocket of the enzyme rubisco is analyzed.

1. Introduction reviewed recentfywhich also provides a parametrization of
A reaction coordinate (RC) provides a measure of the the associated complex free energy surface. To be successful,
progress of an activated process, such as a chemical reactiorg suitable coordinate must be constructed specifically for the
from an initial reactant to a final product state. The RC is problem at hand. Numerous examples can be found in the
usually defined in advance without prior knowledge of the literature ranging from simple distance coordinataad
actual pathway (or pathways), and so the choice of the weighted combinations of distanéésto more abstract
coordinate is guided by a preliminary postulated picture of coordination numbefsr even energ$’ Activated processes
the reaction. Nevertheless, the reaction coordinate representsr reactions can be driven by implementing auxiliary restraint
a valuable tool to enforce a transition away from the reactant potentials in the framework of umbrella sampfingr by
state or toward the product state. This ‘coordinate driving’ applying holonomic constraints, as demonstrated in recent
approach is one of the valid methods for pathway search gpplications of targeted molecular dynamicBoth these
G _ - _ approaches enable the computation of free energy profiles
orresponding author e-mail: juergen.schiitter@rub.de. using recently refined techniqués! and can be applied to
 These authors contributed equally to this work. the study of a diverse range of systems from elementary
* Lehrstuhl fur Biophysik, Ruhr-UniversitaBochum. . . . .
chemical reactions to large scale conformational transitions
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I Lehrstuhl fir Theoretische Chemie, Ruhr-UnivefsiBochum. in biological macromolecules.Nevertheless, any reaction
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London WC2R 2LS, United Kingdom. of a reaction, being a compromise between free exploration
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of the pathway through phase space and optimal accuracy When the leapfrog algorithm is used to integrate Newton's
of free energy? equations (or more precisely the Lagrange equations of the
In this paper we present a novel reaction coordinate, thefirst kind)
‘dynamic distance’, which has been specifically designed for . .
the study of reactions involving the rupture and/or formation fi = v andv; = Fy/m + fi/m (3)
of chemical bonds or contacts, such as salt bridges. Thisihe numerical form becomes
flexible reaction coordinate, formulated as a mass-weighted
mean of selected interatomic distances, drives the activatedr,(t +Ar) =rx.(1)+ At (v,(t — At/ 2)+ A(F,(1 = Ar) / m, ) +
process without influencing the sequence or mechanism of N
the events, such that the resulting reaction pathway is
determined only by the underlying potential energy land-
scape. As a single coordinate constructed from multiple \yherer » is the result of an unconstrained step in the time
internal degrees of freedom, the dynamic distance POSSesseRytarval At under the influence of the forces;. The
some remarkable properties, in particular its ability to Lagrange parameter = f¢, being the same for all atoms
automatize the search for low-energy reaction pathways andgefined in the RC is usually called the ‘constraint force’ and
identify energetically metastable and stable states on thejg jetermined such that the constraint is satisfied. In this case,
comple>§ ffee energy surface. The dynamlp dlstancg, formu-; -4n be calculated directly from* and o(x) by means of
lated within the general theory of reaction coordindtes, 5 qyadratic equation with no need for iteration. It can also

exhibits highly favorable mechanical and statistical properties o shown using (3) that there exists an analytical form for
which simplify the computation of free energies. In the 14 constraint force

following section we present the theory and general imple-

mentation of the RC. In sections 3 and 4 we demonstrate 2K 1 Fim —Fm
the versatility of the dynamic distance with applications A=- D D sz(ri -n) n
employing both ab initio and classical molecular dynamics. mTm
As the choice of examples shows, while the dynamic distancewhereK represents the kinetic energy of the atoms involved
is an extremely versatile constraint, it is particularly suited in the constraint. This simple expression arises from the
to the study of association and dissociation events and proton-nclusion of the mass-weighting term and provides a nu-
transfer reactions, processes that play an extremely importaninerical check for the constraint force calculated from the

ACPES(L=AD)/m =1, *+5r,  (4)

(5)

functional role in biological systems. correction in (4).

Mechanical Properties.The dynamic distance formulated
2. Theory as described above possesses several favorable mechanical
Consider a system with NB Cartesian coordinates dx properties. First, as the RC is a function of interatomic
position vectors in a configurationgiven byx = (X;...Xan) distances which are internal coordinates, application of the
= (r1...rn). The dynamic distance), defined as constraint induces neither rotation nor translation of the

system. Second, the mass-weighting procedure ensures the
Hij 2 vz homogeneous action of the constraint across the system. This
D= gpi(ri - @) can be readily proven: Using the constraint forces (2) and
“ the definition of the reduced mass, one finds that for the
is the rms sum of distances between selected nonoverlapping{ihange of a distance due to the action of the constraint in
pairs (NOP) of atoms, whose positiong(t) andrj(t), are owest order

time-dependent during the simulation. The square of each 1 6 1

distance is weighted with the associated reduced magss, Alr =) =5 (AY) (ﬁ - —) =5 const(r; —r;) (6)

= mm/(m + m), divided by an arbitrary constant mass. M

Settingu* to be the sum over all reduced massgs$, = Obviously the relative change is the same for each atom

> norui, the dynamic distancd), becomes the usual rms  pair, and, in particular, lighter atoms such as hydrogen are
distance if the reduced masses of all atom pairs are identical.not influenced disproportionately by the constraint.

The reaction coordinate can be employed to drive a reaction  Statistical Properties. Phase space statistics can be
by application of a time-dependent constrabit= D(t), or determined by the mass-metric tensor which results in the
to relax the system and to sample characteristic quantitiesso-called Fixman determindft

at intermediate positions using scleronomic constraibts (

2
= const). The use dD as a restraint in umbrella sampling z=detH) = z 1 (g—D) @)
simulations will be discussed briefly at the end of this section. M A%
We now consider the RC as a functidd(x) of the In the present case, = 1/u*, which is a constant and

Cartesian coordinates (or position vectors) and the constraintconstitutes the statistical advantage of the dynamic distance.
o(x) = D(x) — D = 0. For an atom which belongs to one  The immediate consequence proven by Fixihais a
of the selected atom pairs, the constraint force is given by coincidence of the probability density function (pdf) of the
1 unconstrained system in configurational spag;,D), and
fe= D _ M . —r) ) the pdf of the system constrained to constBntP(q;;D),
' oy  Dwp* ™' {qi,D} being a complete set of generalized coordinates. As
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recently showr! the free energy can be obtained in a

straightforward manner directly from the constraint force and
the Fixman determinant. As the Fixman determinant is
constant in this particular case, the relevant formula simplifies
to

A(D) = [Tp[ldD ®)

and the free energy is simply the integral over the constraint
force without any correction required. Equation 8 still holds Initial structure Target stricture

when further coordinates, such as bond lengths are con-gjgure 1. Illustration of initial and target structures for the
strained as long as they do not interfere with the constraint double proton exchange in the formic acid dimer.

on D.!® For activated processes along an RC, Carter &t al.

have derived an expression for the rate and have shown that ~ ®%f T T
. . . . 0.03 —
the Fixman determinant determines the effective mass 5 't e Constraint force ]
associated with the RC chosen. For the dynamic distance, > oo [ \s ]
the rate,k, for the escape from a stable state (around a g 0.00 [---@---ocmmmnnid N SR S
minimum) betweerD, andD* over a barrier (at a maximum v 00t i\"i/i/! ]
of free energy) ab* is ] S S S
T30+ g
o .
€ 5L §/§\§ —e— Free energy 1
o 4= —®— Potential energ
k= ik = ZI;BT* P(D%)/ f DD¢ P(D)dD 9) 2 / \§ o Minimum energy path
Iu o E; 15 r -
@ 10 -
wherek™T is the rate given by transition state theory (TST), § st \;\$ 11
k is the transmission coefficient, ané(D) is the one- = °1; T TTET: ?23'4*3'6
dimensional pdf related to the free energyD), by Dynamic distance / au
P(D) = constexp(—A(D)/kgT) (10) Figure 2. Average constraint force (top) and energy profiles

(bottom) along the reaction coordinate for formic acid dimer.
Apparently the statistical advantage of a constant Fixman The free energy curve (black) was obtained by integration of
determinant is essentially due to mass-weighting and hasthe force curve (top). The average finite temperature potential
wide consequences stated in egs 8 and 9. The expression @nergy is shown in red, the minimum energy profile in blue.
for the rate depends on the definition of the RC but not on Energies are given relative to their starting values.
the computation of free energy profiles from the constraint
force according to eq 7. Therefore, eq 9 also holds for profiles

calculated by umbrella samplifigr umbrella integratiof7 orbitals were solved using the velocity Verlet algorithm with

Forces derived from the umbrella restraint potentd(x) a time-step of 4 au. For each nuclear configuration, the

= (D(x) — D)2, induce neither rotation nor translation when Kohn—Sham equations were solved using the BLYP ex-

employing the dynamic distance. change-correlation function&2°Core electrons were treated
using norm-conserving Troullier-Martins pseudopotentials,

3. Ab Initio Molecular Dynamics Applications and the valence electrons were expanded in a plane wave

3a. Double Proton-Transfer Reaction in Formic Acid ~ basis up to an energy cutoff of 70 Ry in all simulations

Dimer. The dynamic distance constraint is readily Performed.
implemented within the framework of ab initio molecular The unconstrained system was first brought to thermody-
dynamics. In this section we present the application of the namic equilibrium at 300 K using a Nos¢oover thermo-
dynamic distance constraint using E&arrinello molecular  stat?? For the constrained CRMD simulations, the dynamic
dynamics to study proton-transfer events and dissociationdistance constraint comprises two distances which represent
processes. We first apply the dynamic distance constraintthe two O-H chemical bonds. The dynamic distance was
to the study of the well-known double proton-transfer event initially set at a value of 1.925 au, which was the average
(DPT) in the model compound formic acid dimer shown in value of the dynamic distance in a 0.5 ps unconstrained MD
Figure 1. For this simple example, we discuss the technical simulation, and subsequently was systematically increased.
details concerning the implementation of the constraint The chosen increment in the step size was very small in the
and show how one can extract accurate free energy pro-initial stages of the reaction during the cleavage of the-D
files. chemical bonds. For each dynamic distariggthe system
Methods. All calculations were performed using the was re-equilibrated before stagim 1 ps'production run’.
CPMD 3.4 packagé The formic acid dimer was placed in  The simulation length employed provides sufficiently reliable
aperiodicallyrepeating cellwithdimensions 13:233.25x 13.25 average constraint forces. Free energies were calculated by
A3, Afictitious mass of 400 au was ascribed to the electronic numerical integration from the cumulative average of the
degrees of freedom within the CalParrinello scheme. The  constraint forces using eq 8. The entropy contribution to the
coupled equations of motion for atomic nuclei and molecular free energy profile was calculated from the eigenvalues of



‘Dynamic Distance’ Reaction Coordinate J. Chem. Theory Comput., Vol. 4, No. 1, 200857

the mass-weighted covariance matrix for each constrained o7 T T T T ' ' ]
CP—MD simulation23:24 0.06 |- I T
Results Figure 2 shows the average constraint force and 0.05 |
free energy profile along the reaction coordinate for formic 22:
acid dimer. We observe the well-known concerted double 0.02
proton-transfer event. The average constraint force starts at 0.01
zero and rises to a maximum at 2.1 au. This positive
constraint force arises from the fact that the constraint is
driving the system away from the stable configuration, as it
‘pushes’ the protons across the hydrogen bonds, causing the:
O—H chemical bonds to break. The average constraint force
then falls to zero at 2.35 au, which defines the transition
state for the reaction. At larger dynamic distances the average
constraint force becomes negative, which represents the
constraint acting to ‘hold back’ the protons as they try to Figure 3. Trajectory of the constraint force (top) and cumula-
complete the DPT reaction. The concerted nature of the tive average (bottom) as obtained in a 1 ps run at a constant
reaction is represented by the single energy barrier in thereaction coordinate, D = 2.125 au for FAD.
free energy profile, which reaches a maximum of 26.7 kJ/
mol at the transition state (a dynamic distance of 2.35 au). -
Quasi harmonic frequencies; were calculated from the < }77

Force / au

0.055

0.050

Force> / au

0.045

0.040

ve <

0.035 | u

0.030 1 1 I 1 1 1 I 1 1
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Cumulat

Time / ps

T T T T T T T

* Bond lengths

=]

mass-weighted covariance matrix and inserted into the © 10

entropy formulg324 o

0.97
0.95 . ! . I . I s L .

3N—-6

So= ) kelhwilkgT)(expliwikT) — 1) —
IN(1 — exp—hw;/kgT)) (11)

O-H bond le

After subtracting the entropic contribution, the resulting
enthalpy profile for the reaction is very similar to the
minimum energy path (MEP), as shown in Figure 2. The 10 \ . . . !
small differences arise from the fact that the MD simulation 0 1000 2000 3000 4000 5000 6000
at 300 K is probing more configurational space than the
MEP. This is most noticeable for larger dynamic distances, Figure 4. The lengths of a O—H chemical bond and an
where the constraint is now acting on the newly formed H-bond over a 0.5 ps unconstrained CP—MD run (top). The
hydrogen bonds. The free energy and enthalpy profiles H-bond lengths in a constrained CP—MD run (bottom)
presented in Figure 2 clearly demonstrate how well the demonstrate that one bond breaks after 2000 steps.
dynamic distance constraint controls the DPT reaction, in
comparison to previous constraifts.

To obtain correct free energy profiles, it is necessary to  3b. Dissociation of Formic Acid Dimer. We extended
verify that the simulation length for each constrained-CP  our study of formic acid dimer to investigate the dissociation
MD simulation provides a sufficiently reliable average of the dimer using the dynamic distance constraint. The
constraint force. This is best achieved by monitoring the principal aim of this analysis was to determine whether the

H-bond length / &

MD step no.

cumulative average constraint force. dissociation process is concerted or stepwise. In order to look
Figure 3 shows the variation in the constraint force and at this event, we implemented the constraint in a slightly
cumulative average constraint force o1 ps CP-MD different way: Instead of performing a series of constrained

simulation at a dynamic distance constraint of 2.125 au. CP—MD simulations, each at a specific constant dynamic
While the constraint force varies quite significantly across distance, we started a simulation at a dynamic distance value
the trajectory from 0.01 to 0.065 au, the cumulative average of 3.025 au and systematically increased the dynamic
constraint force converges within 1 ps to an average valuedistance by 0.0004 au per step across a single trajectory. In
of 0.039 au. The magnitude of the fluctuations in the this case, the dynamic distance constraint comprised the two
cumulative average constraint force over the last 400 fs of hydrogen bonds. The systematic increase in the constraint
the trajectory provides an estimate of the error used whentherefore drives dissociation of the dimer. The growth rate
calculating the free energy profile as shown in Figure 2. The of 0.0004 au per step is small enough that the kinetic energy
rate of convergence of the cumulative average constraintof the electrons remains unperturbed during the simulation.
force is system specific and must therefore be determinedIn the lower panel of Figure 4, we show the observed change
for the particular system of interest. In the case of formic in the two hydrogen bond lengths across the trajectory.
acid dimer, as shown in Figer3 a 1 pstrajectory is Initially, both hydrogen bond lengths have a value of
sufficiently long to liberate accurate converged average approximately 1.6 A. On increasing the dynamic distance
constraint forces. constraint over the first 2000 steps, both hydrogen bond
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Figure 5. Free energy profiles for the ground (lower panel) and excited (upper panel) state proton-transfer reactions in the
G—C base pair. The reactant and product states for the two reactions are shown graphically on the right.

lengths increase to approximately 2.0 A. After this point, N—H chemical bonds involved in interbase hydrogen bond-
one of the hydrogen bonds breaks, and the associatedng. Similar to the method described in section 3a, we
hydrogen bond length increases to over 3.5 A. The other performed a series of constrained E®arrinello MD
hydrogen bond fluctuates, and its associated hydrogen bondsimulations in order to identify the lowest energy PT
length varies between 1.8 and 2.05 A. The upper panel of reactions in both the ground and the excited electronic state
Figure 4 shows the variation in the @HO hydrogen bond  of the G-C base pair. The results are summarized in Figure
length and the ©H chemical bond length over a short 0.5 5. In the ground state, we observe a double proton-transfer
ps unconstrained CAMD simulation at 300 K. The hydro-  event over a large free energy barrier (64.3 kJ/mol) leading
gen bond length varies up to 2.05 A. These results clearly to a meta-stable product state. In contrast to this, for the
demonstrate that the dissociation process occurs in a stepwissinglet excited state, we observe a single proton-transfer event
fashion, a result that is consistent with that observed irrCP  over a very small free energy barrier (14.3 kJ/mol) leading
MD simulations at higher temperatures (results not shown). to an energetically favorable charge-transfer product state.
This simple example illustrates the versatility of the dynamic It is important to recognize that the same constraint,
distance constraint, which can be used to probe both the DPTimplemented in exactly the same manner produces two
event and the dimer dissociation process. It also underlinescompletely different reaction pathways, because the underly-
the fact that the constraint does not favor or bias the re- ing potential energy surface which is calculated ‘on-the-fly’
action mechanism, be it concerted (DPT) or stepwise during the constrained GRMD simulations is different in

(dissociation). the ground and excited states. For both reactions, the dynamic
3c. Guanine-Cytosine DNA Base Pair: Ground-State distance constraint finds the energetically most favorable
Proton Transfer and Excited-State Coupled Proton- reaction pathway, as confirmed by static post Hartiiéeck

Electron Transfer. A further interesting aspect of the calculationg’2°
dynamic distance reaction coordinate concerns its remarkable |n these simulations, the constraint was defined using the
predictive properties: Unlike atom-specific, local constraints, three N-H chemical bonds for the interatomic distances.
such as simple distance and angle constraints, which areHowever, if the constraint is formulated with the three
chosen in advance in order to drive a system to a known interbase hydrogen bonds, the average constraint force and
predefined product state, the dynamic distance is a flexible free energy profiles look rather different: In the initial stages
collective reaction coordinate that comprises multiple internal of the reaction the average constraint force profile rises
degrees of freedom. As such, when implemented ap-gradually to a maximum as the system is driven toward the
propriately, the dynamic distance constraint automatizes thetransition state. At the transition state, the average constraint
search for the lowest energy reaction pathway(s) without any force decreases directly to zero, and the new chemical bond-
specific a priori knowledge of the product state. A good (s) are formed immediately. The constraint loses control of
example of the predictive properties of the dynamic distance the reaction as the flexible hydrogen bonds readily alter their
constraint can be found in a recent study of irradiation- geometry slightly to allow the chemical bonds to form
induced damage mechanisms in the guaninygosine (G- directly while still fulfilling the conditions of the constraint.
C) base paif? and the reader is referred to this reference Similar behavior was also observed in the case of targeted
for computational details. For the purposes of this paper, we molecular dynamic® The resulting free energy barrier for
merely summarize the general result. the reaction is still accurately obtained by integration of the
The G-C base pair possesses three interbase hydrogeraverage constraint force as the constraint controls the reaction
bonds. Starting in the WatseiCrick geometry, there exist  up to the transition state. Nevertheless, this simple example
a large number of possible single or multiple proton-transfer demonstrates that one must choose the specific interatomic
reactions that can bring the system to a variety of different distances carefully for the particular system in question in
hydrogen-bonded tautomeric states. The dynamic distanceorder to define a constraint that can control the reaction along
constraint for this system was constructed using the threethe entire pathway.
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RuBP and the carbamylated K201 were parametrized as
described previousl§: Crystal waters were retained, and the
protein was inserted into a simulation cell flooded with bulk
water. The resulting system contained a total of 78 854
atoms. After an initial energy minimization, the system was
heated and brought to equilibration during a short 200 ps
MD simulation. A suitable electrostatic cutoff and reaction
field were usedrg, = 0.8 nm,rg = 1.4 nm,res = 1.4 nm,

&+ = 54). Bonds involving hydrogen atoms were constrained
using LINCS, and a time-step of 1 fs was employed. All
runs were performed at a temperature of 298.15 K and a
pressure of 1 bar, both regulated by a Berendsen thermostat
and barostat, respectively. After equilibration, a number of
conformations were extracted every 1000 ps from an
unconstrained simulation to be used as starting conformations
for the constrained runs.

Pathways and Free EnergyA pathway can be generated
by modulating the RC from an initial to a final value during
a so-called slow-growth simulation run. However, the
computation of the free energy profile (instead of the work
profile as immediately yielded by the slow growth run)
requires converged mean constraint forces obtained at
discrete points along the reaction pathway during a series
of relaxation rung:33 Due to the their rugged and heavily
structured energy landscafalifficulty arises when calculat-
ing free energy profiles for protein systems: In each

Figure 6. Three structural elements are sealing the active
site of rubisco: C-terminal strand (yellow) with terminus L475,
K128 (magenta) and loop 6 (green). Four ionic contacts are
stabilizing the closed, active conformation of the C-terminal
tail: The contacts E470-R131, L475-R41, and L475-R305
which are exposed to the solvent, and the buried bridge D473-
R134 which is conserved in all rubisco homologues. The
intrastrand salt bridge E470-K474 is not considered here.

4. Classical MD: Opening the Binding
Pocket of Rubisco

The binding niche of rubisco is sealed by three structural
elements of which the large subunit’s C-terminal strand is
the outermost. In the closed conformation this element
stabilizes the catalytically active state of the protein (see relaxation run, the system may evade into different pathways
Figure 6). thus rendering structurally discontinuous trajectories and
The composition of the C-terminal tail influences the useless free energy profilésTo prevent such incidents a
substrate specificity of rubisco, which catalyzes the fixation novel variant of the equidistant relaxation protocol was
of carbon dioxide and molecular oxygen. The time window implemented in the rubisco simulations. The stop-and-go-

hypothesi& ascribes this to the dynamics of the tail which
may transiently lift off, thus interrupting catalysis. The

like (SNG) approach integrates the slow-growth and the
relaxation phases into a single simulation; the system is

C-terminal strand is attached to the underlying protein corpus equilibrated for a certain period of time in a scleronomic

by several ionic bridge®,whose specific number varies from

“stop” phase D = const) in which the average constraint

homologue to homologue. In order to analyze the structural force is calculated. The transition is then driven further in a
dynamics of the C-terminal tail, these contacts were cleavedrheonomic “go” phase @/dt > 0). This procedure is
using the dynamic distance constraint in the framework of repeated for a certain number of equidistant points on the
classical MD simulation. Free energy profiles were calcu- RC. The average constraint forces of the stop phases are then
lated, and the contribution of each salt bridge to the stability integrated to obtain the free energy profile of the particular
of the enzyme’s closed, active conformational state was reaction path.

estimated.
Methods. The four salt bridges are all of the following
type: —C—O{-"H;—N—Cg— (arginine). In order to allow

Optimization. Before performing the production runs, it
is necessary to optimize several parameters for the SNG
approach, paying consideration to the available computational

dynamical exchange among the carboxyl oxygens or guanineresources. These parameters include the number of equidis-
hydrogens and to avoid interference with the bond length tant relaxation pointsp, on the RC, the equilibration time
constraints imposed on the MH moiety, the dynamic  allowed at each of these points (relaxation phéssy), and
distance of eq 1 is defined here as the rms carmambon the fraction of this time period used to calculate the average
distance for each of the four salt bridges. For the classical constraint force (measuring phases, < tsop. The total

MD simulations, the GROMACS simulation packdgeas  resulting simulation time iop + (P — 1)(tgo + tswop). The
employed with explicit SPC water and the force-field 43A1. RC was increased in steps of 1 nm from a starting value
The simulations were performed on the rubisco structure 0.45 nm, and the final constraint value was inferred from
(1RB|_) from the reference Organism Synechococcus sp. unconstrained Iong-term Simulations—(SO ns) in which the
PCC6301. The two large subunits forming a functional L2 four salt bridges were observed to rupture spontaneously.
protomer including two binding niches were treated explic- It was found that a relatively long relaxation period was
itly, while the missing adjacent subunits were emulated by required in order to obtain well-converged average constraint
restraining harmonic potential&g{, = 250 kJ mof! nm2) forces; however, the large forces observed in the initial stages
on heavy atoms involved in polar contacts to the neighboring of the relaxation can safely be discarded. Optimum conver-
subunits. The binding niche was modeled, and the substrategence of the constraint force was achieved when considering
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Table 1. Results of the Parameter Optimization in Three 60T ~ ' -~ ' -~ -~ T T T T T T 1]
ceteris paribus Parameter Groups?

e, i (e £ sooor 1
(kI mol=t (kI mol~?t 5
p tiot (fS)  fgo (fS) tswop (fS) fa (fS) NmM~1ps7l) nm?) S 2000
20 100019 1 5000 2500 —20.48 9.44 7 0
200 100199 1 500 250 —181.67 133.26 g
2000 101999 1 50 25 1029.91 253.88 ¥ -2000
20000 99999 1 4 2 —5086.69 85.49 %
20 100019 1 50000 25000 —-1.04 9.75 3 4000
200 100199 1 5000 2500 —2.84 32.09 §
2000 101999 1 500 250 —30.28  98.53 6000
20000 99999 1 49 25 —34.58 255.08 )
Time / ps
20 10140 260 260 130 —75.31 138.29
20 101400 2600 2600 1300 —16.99 41.38 Figure 7. Convergence of the cumulative constraint force at
20 1014000 26000 26000 13000 —0.42 14.37 various total simulation times (0.01, 0.1, and 1 ns). Only a
a Maximal distribution of simulation time on the scleronomic phases sufficiently long simulation time allows convergence of the
(~0.1 ns and ~1 ns, respectively, number of points variable), and constraint force during the relaxation phase.

equal distribution to the scleronomic and rheonomic phases (20

discrete points, simulation time variable). Optimal performance values it is usually sufficient to check convergence of the constraint
are printed in boldface. 1 ns runs with an equal distribution of

simulation time for stop and go phases yields the best results (last force for the starting structure only to get an impression of
line). the necessary duration of the scleronomic phase.

In consideration of the general problem of accuracy in free
onIy the constraint forces obtained during the latter half of energy calculation® the convergence of mean forces was
the scleronomic phaset= 0.Sstop- checked in all cases. Extensive studies on the protein showed

The following performance parameters were considered that 1 ns runs produce reliable profiles without discontinuities
for further optimization: [df ¢, /dtll The slope of the  with the appropriate time allocations for driving, equilibrat-
cumulative average of the constraint foféeaveraged during  ing, and averaging. This is important because the back
the relaxation period of length,, as a criterion for the reaction—often recommended as a tesiannot be simulated
convergence of the constraint forcé&([@°0] The standard  to the same degree of accuracy for complex activated
error of the average constraint force averaged during the processes in large systems.
relaxation period as a criterion for the quality of the mean  Results Four 1 ns production runs on rubisco were
constraint force. performed with the optimized parameters described above.

Table 1 shows the average values of these quantities forAlthough the free energy profiles of all simulations were
each run. The optimal parameter set was derived by theconsistent in terms of convergence and error of the constraint
ceteris paribugrinciple, i.e., each independent variable was force, the specific forms of the free energy profiles were
changed while keeping all others fixed. As optimal conver- somewhat different (data not shown). We conclude that the
gence of the constraint force at each discrete point alongsystem takes different pathways depending on the specific
the reaction coordinate is the primary objective, the first initial geometry. Nevertheless the sequence of rupturing
approach taken was to maximize that portion of the simula- events along the reaction coordinate and the relative contri-
tion time spent on the scleronomic phases (relaxation). As abution of each salt bridge to the stability of the enzyme’s
consequence, in these runs only 1 fs was spent driving theactive conformational state were the same in all runs. A
system in each rheonomic phase. The number of discreterepresentative example is shown in Figure 8. The carboxy-
points was varied as well as the length of each scleronomicterminal contacts of L475 are seen to open first; these are
phase accordingly. This was done in tweteris paribus easily solvated and only play a minor role in stabilizing the
groups for total simulation times 6f0.1 ns and~1.0 ns. In closed conformational state at room temperature. The highly
the third group, the available simulation time was equally conserved bridge between D473 and R134 is cleaved last
distributed between the stop and go phases which yieldedand thus is the main player, while the contact E470-R131
considerably better results. The total simulation time was plays a modulating role, which makes it sensitive to
set to~0.01 ns,~0.1 ns, and~1 ns. For this group, the  specificity enhancing mutations. These results are in good
cumulative constraint force convergence is shown in Fig- agreement with previously published data based on a
ure 7. combined bioinformatic tools and TMD simulation ap-

The results summarized in Table 1 show that in the presentproach?*
case, an equal distribution of simulation time between the For the reaction path depicted in Figure 8 we calculated a
rheonomic and scleronomic phases provides the best resultéree energy barrier oAA = 25.37+ 3.84 kJ/mol. The error
in terms of the criteria defined above. While it appears was estimated as described previodshigure 9 shows the
sufficient to calculate the average constraint force at only a underlying profile of the mean constraint force. Similar
small number of points along the reaction coordinate, slow values of AA were obtained from other production run
reaction coordinate modulation and long time scale equilibra- pathways, though this does not exclude the possible existence
tion phases are essential for good results. As a rule of thumb,of further reaction pathways with lower activation barriers.
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Figure 8. Free energy profile and associated distances of
the four salt bridges as a function of the dynamic distance
constraint. The conserved salt bridge D473/R134 is the last
to open. The carboxyl-terminal contacts of L475 have a
negligible effect, while the E470/R131 bridge plays a modulat-
ing role in the stability of the closed C-terminal strand.

tail obtained from constrained (1 ns; dark) and free (5 ns; light)
MD simulations. Both conformations are very similar, dem-
onstrating the use of the constraint to induce accurate
transitions in short simulation times.

on the resulting reaction pathway. Due to the presence of

the mass-weighting term, the free energy profile for the

S process is readily obtained by integration over the mean
300 | } T constraint force without any correction, and the rheonomic
250 [ e <Forces \. ] ponstrqint driving this RC represents a minimal perturbation
e 200 ° Se ] in that it causes no net momentum or torque.
S isol . o] Using several examples in the framework of both ab initio
2 oo [ +\+ - 7/. ] and classical molecular dynamics, we have demonstrated the
2 . T T / \ +,./' | ] versatility of the dynamic distance constraint, paying par-
N or * '/° ® - / 1 ] ticular attention to both the implementation and optimization
S or T\ /0 \,/} . of the RC in order to obtain accurate reaction pathways and
© sole - # 1 ] free energy barriers. Our study of the DPT event in the
-100 '_7\. + ] prototypical model system formic acid dimer reproduces the
P 1 well-known concerted reaction mechanism, and the size of
1 1 1 1 1 1 1 1 1 1 1

the activation barrier is in full agreement with previous
studies. However, the free energy profiles clearly demonstrate
an increased level of control compared to alternative
constraints® The predictive properties of the dynamic
distance have been highlighted using a recent application of
the constraint to automatize the search for the lowest energy
To a single order of magnitude, the energy barrier is in good proton-transfer events in the-@& base pair in both the
agreement with the nanosecond time scale of the C-terminalground and excited statéUsing classical MD simulation,
strand’s opening in the long-term simulations already we considered the opening of a binding pocket in a large
mentioned, though experimental rates are not available yet.protein-water system-{10° atoms). Proteins are known for

The path taken by the C-terminal strand during the their complex glasslike energy landsc#penhich opens a
enforced transition was confirmed by comparing an inter- manifold of pathways for such complex processes. The
mediate structure to results obtained from the long-term free constrained simulations produced both unproductive and
MD simulations mentioned above. Figure 10 compares productive pathways. The latter exhibit activation barriers
snapshots obtained from the constrained and free MD and intermediate structures which compare well with avail-
simulations at the moment when the crucial salt bridge D473/ able long time-scale free MD simulations. A common feature
R134 is ruptured. All elements of the fluctuating system are of all the simulations is the unique sequence of events when
seen to adopt comparable configurations. the crucial salt bridges are cleaved, which was in the focus
of the present study.

5. Conclusions Except for simple cases, there is no way to decide whether
In this paper we have introduced a novel versatile reaction the best path was already detected by any method whatso-
coordinate, the ‘dynamic distance’, which has been specif- ever. A second caveat concerns the directionality of coor-
ically designed for the study of reactions and activated dinate driving methods which tend to produce different
processes involving the cleavage and/or formation of a setpathways during decreasing and increasing the reaction
of bonds or contacts. The flexible reaction coordinate, coordinate. Therefore, repeated simulations with different
formulated as a mass-weighted mean of selected distancestarting conditions and directions are suggested wherever
does not bias or favor the sequence or mechanism of eventgossible for determining realistic pathways.

s 6 7 8 9 10 11 12 13 14 15
Dynamic distance / &

Figure 9. Profile of the average constraint force with error
bars across the reaction coordinate.
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Among the broad range of potential applications, the (17) Kéastner, J.; Thiel, WJ. Chem. Phy2006 124
dynamic distance reaction coordinate is particularly suitable (18) Hutter, J.; Ballone, P.: Bernasconi, M.; Focher, P.; Fois, E.:

for the study of important functional processes in biological

systems involving association and dissociation events and

proton-transfer reactions.

Acknowledgment. C.B. and J.S. acknowledge funding
by the VolkswagenStiftung. One of the authors (N.L.D.)

acknowledges funding by the German Science Foundation

DFG with FOR 618. Another author (P.R.L.M.) acknowl-
edges funding by the CEA. The authors are grateful to
BOVILAB@RUB, EMBL-Heidelberg, NIC Jlich, and
ZAIK Kd'In for computer time.

References
(1) Schlegel, H. BJ. Comput. Chen003 24, 1514-1527.

(2) Swegat, W.; Schlitter, J.; Kruger, P.; Wollmer, Biophys.
J. 2003 84, 1493-1506.

(3) Akola, J.; Jones, R. Q. Phys. Chem. B003 107, 11774~
11783.

(4) Schlitter, J.; Swegat, W.; Mulders, J. Mol. Model.2001,
7,171-177.

(5) Davies, J. E.; Doltsinis, N. L.; Kirby, A. J.; Roussev, C. D.;
Sprik, M. J. Am. Chem. So@002 124, 6594-6599.

(6) Blumberger, J.; Sprik, MTheor. Chem. Acc2006 115
113-126.

(7) Muller, R. P.; Warshel, AJ. Phys. Chen1995 99, 17516~
17524.

(8) Roux, B.Comput. Phys. Commut995 91, 275-282.

(9) Schlitter, J.; Engels, M.; Kruger, P.; Jacoby, E.; Wollmer,
A. Mol. Simul.1993 10, 291—-308.

(10) Kaéstner, J.; Thiel, WJ. Chem. Phy2005 123

(11) Schilitter, J.; Klan, M. J. Chem. Phys2003 118 2057
2060.

(12) Ma, J. P; Sigler, P. B.; Xu, Z. H.; Karplus, M. Mol. Biol.
200Q 302, 303-313.

(13) Ensing, B.; De Vivo, M.; Liu, Z. W.; Moore, P.; Klein, M.
L. Acc. Chem. Ref006 39, 73—81.

(14) Fixman, M.Proc. Natl. Acad. Sci. U.S.A974 71, 3050
3053.

(15) Schilitter, J.; Klan, M. Mol. Phys.2003 101, 3439-3443.

(16) Carter, E. A.; Ciccaotti, G.; Hynes, J. T.; Kapral, Rhem.
Phys. Lett.1989 156 472-477.

Goedecker, S.; Marx, D.; Parrinello, M.; Tuckerman,NPRI|
fir FestKaperforschung and IBM Ziich Research Labora-
tory; Stuttgart, 2001.

(19) Becke, A. D.Phys. Re. A 1988 38, 3098-3100.

(20) Lee, C.T.; Yang, W. T.; Parr, R. ®hys. Re. B 1988 37,
785-789.

(21) Troullier, N.; Martins, J. LPhys. Re. B 1991, 43, 1993~
2006.

(22) Nose S.J. Chem. Phy4984 81, 511-519.
(23) Schlitter, JChem. Phys. Lett993 215 617-621.

(24) Andricioaei, |.; Karplus, MJ. Chem. Phy2001 115 6289
6292.

(25) Markwick, P. R. L.; Doltsinis, N. L.; Marx, DJ. Chem.
Phys2005 122, 054112.

(26) Markwick, P. R. L.; Doltsinis, N. L.; Schlitter, J. Chem.
Phys.2007 126, 45104-45107.

(27) Florian, J.; Leszczynski, J. Am. Chem. Sod 996 118
3010-3017.

(28) Sobolewski, A. L.; Domcke, WRPhys. Chem. Chem. Phys
2004 6, 2763-2771.

(29) Sobolewski, A. L.; Domcke, W.; Hattig, ®@roc. Natl. Acad.
Sci. U.S.A2005 102 17903-17906.

(30) Schilitter, J.; Wildner, G. FPhotosynth. Re200Q 65, 7—13.

(31) Burisch, C.; Wildner, G. F.; Schlitter, BEBS Lett.2007,
581, 741-748.

(32) van der Spoel, D.; Lindahl, E.; Hess, B.; van Buuren, A. R.;
Apol, E.; Meulenhoff, P. J.; Tieleman, D. P.; Sijbers, A. L.
T. M.; Feenstra, K. A.; van Drunen, R.; Berendsen, H. J. C.
Gromacs User Manualersion 3.2 2004. www.gromacs.org
(accessed March 2004).

(33) Mark, A. E.; van Helden, S. P.; Smith, P. E.; Janssen, L. H.
M.; van Gunsteren, W. FJ. Am. Chem. Sod994 116,
6293-6302.

(34) Frauenfelder, H.; Sligar, S. G.; Wolynes, P S8iencel991,
254, 1598-1603.

(35) Klahn, M.; Braun-Sand, S.; Rosta, E.; Warshel JAPhys.
Chem. B2005 109, 15645-15650.

CT700170T



J. Chem. Theory Compu2008,4, 173—-183 173

l‘ I ‘ Journal of Chemical Theory and Computation

Biased Molecular Simulations for Free-Energy Mapping:
A Comparison on the KcsA Channel as a Test Case

Enrico Piccinini,*™* Matteo Ceccarellt,Fabio Affinito,""” Rossella Brunetii!' and
Carlo Jacoborif!

CNR-INFM National Research Center on nanoStructures and bioSystems at Surfaces
(S), Via Campi 213/A, 1-41100 Modena, Italy, Dipartimento di Ingegneria Elettronica,
Informatica e Sistemistica DEIS, Alma Mater Studiorum dénsita di Bologna, Viale
Risorgimento 2, 1-40136 Bologna, Italy, Dipartimento di Fisica and Sardinian
Laboratory for Computational Materials Science - SLACS,d@rsitadi Cagliari,
Cittadella Monserrato, 1-09042 Monserrato (CA), Italy, and Dipartimento di Fisica,
Universitadi Modena e Reggio Emilia, Via Campi 213/A, 1-41100 Modena, Italy

Received July 31, 2007

Abstract: The calculation of free-energy landscapes in proteins is a challenge for modern
numerical simulations. As to the case of potassium ion channels is concerned, it is particularly
interesting because of the nanometric dimensions of the selectivity filter, where the complex
electrostatics is highly relevant. The present study aims at comparing three different techniques
used to bias molecular dynamics simulations, namely Umbrella Sampling, Steered Molecular
Dynamics, and Metadynamics, never applied all together in the past to the same channel protein.
Our test case is represented by potassium ions permeating the selectivity filter of the KcsA
channel.

1. Introduction interactions existing among the permeating ions and between
Molecular Dynamics (MD) simulation is considered today each of them and the protein residues facing the permeation
the most powerful computational method to explore or pathway.
interpret specific protein functions, provided that a high- ~ The main limitations of the method are due to (a) the
resolution structure is known, and it has been widely applied parametrization of the force field and its accuracy to take
to study specific features of single-ion translocations through into account the strong electrostatic interaction between ions
nanometric membrane channels that underlie many importantang proteins, (b) the computationally expensive very large
physiological features. number of atoms forming the simulated system, and (c) the
The power of the method relies on the possibility of linking - \yay the complex electrostatics of the nanometric environ-
specific features of the permeation path with the peculiar hent is tackled.

* Corresponding author phone+39 059 205 5292; fax:+39 With reference to point (&) above, Allen et al. recently
059 205 5616; e-mail: enrico.piccinini@unimore.it. Corre- compared the most widely used biomolecular force fields
sponding author address: CNR-INFM National Research USiNg gramicidin A as a prototypical narrow ion channel
Center on nanoStructures and bioSystems at Surfages/(8 showing that a polarizable reliable force field would intro-

Campi 213/A, 41100 Modena, Italy. duce a significant enhancement of state-of-the-art results.
TCNR-INFM National Research Center on nanoStructures and The second problem listed above prevents the possibility
bioSystems at Surfaces3S - . . .

to directly compare results from MD simulations with

* Universitadi Bologna. ) L . .
s Universitadi Cagliari. experimental results. It is in fact known that single-ion

Il Universitadi Modena e Reggio Emilia. translocations require typical times ranging from 10 to 100
O Current address: International School of Advanced Studied Ns. With the present hardware and software computation tools
(SISSA/ISAS), Via Beirut 2/4, 34014 Trieste, Italy. only a few events can be observed with MD: they are useful
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to study the full permeation pathway but still not enough
for the straightforward simulation of a macroscopic ion flux.
To fill this gap computational approaches able to calculate
ion fluxes and including as much as possible the molecular
information of the protein in the input parameters and in the
model have been recently presented in the litergtth&hey (5.,53) (5,,54Sce)

all rely on more or less detailed information about the ‘ /y\
potential of mean force (PMF) of the system formed by the ]

ions and the protein to identify the relevant occupation (e) (c) “@
configurations involved during the permeation process and \

the probabilities associated with the transitions between them.
®

O [Clel0e(O

(5]

The use of these “mesoscale” simulation procedures allows
the linking of the atomistic description to the real functional
properties of the proteins and promises to become in the
future one of the investigation tools to be used for engineer-
ing protein functionality and fixing failures. (5.,,5,) (5,,5.,,50) (5,5 ,50n)
Mapping all the relevant structures of a complex PMF
from MD simulations is a very difficult task, especially in
view of the fact that an uncertainty of feksT in the
evaluatiqn ofa.free.—energy barrier.can be very relg\_/antwhenand it is not represented. Open circles stand for water
thejitl)arrl'er helght 1S u_sed to estimate th.e transition prob- molecules, and solid circles stand for potassium ions. Labels
abilities in the s!mulatlon of the clonduc'Flon procésan (m), (c), (d), and (t) mean an ion entry/exit into/from site So,
accurate MD estimate can be obtained with the use of manysq; an exit/entry from/into the cavity site Say, for a two-ion
reaction coordinates and long computer runs, which in someconcerted motion, and for a three-ion concerted motion,
cases makes the calculation in practice impossible. Thus veryrespectively.
relevant care is devoted to study when and how the
simulation problem can be suitably simplified to find a
reasonable trade-off between accuracy and resource demandeside in the regios, ..., S, in a stable conductive situation,
For this purpose many computational techniques have beerotherwise the protein changes its conformation and switches
proposed and applied in the literature to artificially “bias” a to a nonconductive state. The conduction process involves
simulation and force the time evolution of the system toward the simultaneous and concerted movement of ions in a single
a given transition of interest, depending on the case at handfile, giving origin to a cycle of different occupancy configu-
Among them, we have chosen three methodologies relyingrations, as indicated in the sketch reported in Figure 1 (site
on very different computational strategies, namely Steered S,;is not represented). A proper free-energy barrier identifies
MD® (SMD), the most widely used Umbrella Sampling each transition between different configurations. In this study
(US), and MetadynamiégMetaD). we are interested in mapping the free-energy profile associ-
The main aim of this investigation is to establish the degree ated with internal transitions (i.e., transitions not involving
of reliability and the vulnerable aspects of these computa- new ion entries or exits), labeled as (t) or (d) in Figure 1.
tional techniques on the basis of a common test on a The choice of the KcsA channel as the test case for our
nanometric channel. To this purpose we report both the analysis is justified by the fact that in this highly selective
evaluations of the free-energy profiles and the correspondingnanometric channel ions move in single file along a pore
technique-dependent error. This critical analysis seldom which is roughly their size and strongly interact with each
accompanies this kind of calculations. Our test case isother and with the protein environment, thus producing
potassium ions permeating the selectivity filter of the physical challenging conditions for any molecular simulation.
bacterial potassium channel KcsA fro8treptomices ii- Moreover, this system was deeply investigated in the past
idans? by means of the US technique, and many results to compare
The KcsA structure is known from X-ray investigations, it with can be found in the literature'®* To our knowledge
further confirmed by MD simulations. The potassium MetaD was exploited in the past to study chlorine chantiels,
permeation of this channel takes place through a short andand it is here applied to the KcsA case for the first time.
narrow region of the protein, called the “selectivity filter”.
Seven stable binding sites have been identified, usually 2. Methods
referred to asS, S, ..., i, Sav in wWhich, alternatively, 2.1. Modeled SystemOur starting point is the most recent
potassium ions and water molecules are found. The two X-ray structure of the KcsA solved at 2.0 A resolution (PDB
outermost site§x and S were both first predicted in MD  code 1K4C), inserted in a slab composed by 500 octane
simulation$® and subsequently observed in the higher molecules mimicking the cell membrane. We solvated with
resolution X-ray structur®.S. can fictitiously be made 8802 water molecules, and 24 chlorine ions were used to
collapsing ontoS, when the conduction properties of the keep the system electrically neutral. The final system,
channel are investigated because its position is diffuse andanalogous to the one reported in the literafiis,composed
quite close to the bulk water phase. Two ions must always of 34 434 atoms.

(m)

O |@lclel00

Figure 1. Configurations considered in the model and
transitions among them. A sketch of the selectivity filter
is reported on the left; site Se is located on top of site S,



Biased Molecular Simulations for Free-Energy Mapping

Calculations have been carried out with the GROMACS
3.3 packag®'®for SMD and US simulations and with the
ORAC codé’ for MetaD, using in all cases the standard
GROMACS force field (also known as GROMOS 87) for
the protein and SPC model for water. This combination of
force fields showed its capability to keep the positions of
the binding sites in the selectivity filter stable after equilibra-
tion time.

The system has been initially fully equilibrated for 1.2 ns
using GROMACS, in which the first 200 ps were useful to
heat the structure from 100 to 300 K. After equilibration
the simulation box is approximately 6:9 6.9 x 9.7 nm;
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This term is a static harmonic biasing potential, function
of a chosen reaction coordinate= r(x), and center around
at a given positiorr;:

1
h(r) =S kr - r)’ )
hi(r) is used to restrain the reaction coordinata the
neighborhood of;, thus enhancing sampling of that region
of the configuration space.
The center positiom; of the biasing potential is varied

step by step along a defined path to obtain a sét pértially
overlapping windows, each of them providing an ion

then a further short equilibration (a few hundred picoseconds) ropability distribution function(r). These distributions are
was performed after the introduction of the biasing potential then combined together to give the unbiased PMF by means
to obtain a starting configuration for each of the selected yf the weighted histogram analysis method (WHAM).

techniques and respective MD codes.

Following the scheme suggested by Souaille and Rdux,

Electrostatic interactions have been computed using thethe unbiased total distribution probabiligy(r) is defined as

smooth particle-mesh Ewald (PME) algorithiimplemented
in the two codes with a fourth-order interpolation function,
a grid of 72x 72 x 100 points (corresponding to a mesh of
less than 0.1 nm wide), and a cutoff in the direct and
reciprocal space of 1.2 nm and 0.042 Thnrespectively.
Considering the nanometric width of the selectivity filter,
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we also tested higher-order functions. However, a finer where = 1/kgT, C can play the role of a normalization

treatment of the PME did not add any further contribution

constantp; is the weight of the simulation of thiéh window,

or improvement to the present results and does not justify i.€., the number of configuration samples used to compute

the increased computational burden.
All simulations have been carried out in the NVT

pi(r), and coefficientsf;, coming from the adding of the
biasing potential, are calculated by an iterative solution of

ensemble, using the Nose-Hoover temperature couplingthe formula

(reference temperature 300 K, time constant between 3 and

5 ps). A time step of 1 fs was used in GROMACS runs; the
r-RESPA algorithrt? was used in ORAC in conjunction with
the rattle-shake algorithm to fix covalent bonds involving

hydrogen atoms. The time steps used in the RESPA

algorithm were 0.5-1-2-4 and 12 fs.
2.2. Computational Strategies To Bias MD Simulations
In the following a short overview of the three techniques
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The PMF is finally calculated by means of a generalization
of the reversible work theoreth

p'(r)

Po(To)

applied in our calculations to bias the system toward the
transitions of interest is presented, with the purpose of
pointing out the theoretical assumptions and the computa-
tional strategies, which can possibly produce qualitative and Wherero is a reference point.
quantitative effects on the results. Details are also provided If more than one reaction coordinate is used in the
about the values of the parameters used in our simulationssimulation, the overall biasing potential is given by a sum
for the KcsA case. These parameters have been fixed in ordelf terms of the type reported in eq 2; in this case the center
to optimize the convergence of the methods used to studyPositions of the biasing potentials are varied on a grid on a
the physical system at hand, but the sensitivity of each multidimensional surface.
technique on its parameter set is beyond the scope of this 2.2.2. Steered Molecular DynamicSMD as well makes
work and it was not tackled with detail. use of an added biasing potential to force the system to visit
In the following we use PMF as a synonym for free-energy high free-energy regions. Contrary to the US technique,
profile as a function of a set of chosen coordinates, which Where the system is driven to the region identifiedrbfeq
are also called reaction coordinates. 2) and there statically remains until the fO”OWing window
2.2.1. Umbrella Samplinghe problem of calculating the  is considered, in this case the added potential is continuously
PMF is tackled with US technigé®by adding a fictitious varied in time until the system reaches its ending configu-

term to the HamiltonianH(x,p) of the system under ration.
investigation Therefore eq 1 is still valid, but in this case the new

Hamiltonian is also a function of time that appears explicitly
in the expression of the new biasing potential

G(r) = G(rg) — kgTIn (5)

H(x,p) = H(x,p) + h(r) 1)

wherex andp are the positions and the momenta of all the

1 2
h(x, t) = 2 Kr(x) — (uo + ot
atoms of the system of interest. 9 2 [rG9 = (o + 0]

(6)



176 J. Chem. Theory Comput., Vol. 4, No. 1, 2008 Piccinini et al.

where uo is the initial center position of the restraining coordinates. These repulsive functions fill the minima of the
potential, andv is the pulling velocity. This framework  PMF and, after a long simulation, tend to compensate exactly
resembles atomic-force microscope experiments where athe underlying PMF that, in turn, can be approximated by
molecule is pulled between two positions, being subject to their sum. If Gaussians are used as repulsive functions for
a time-varying external force. the potential, then eq 1 rewrites

The evaluation of the PMF relies on the Jarzynski's _
identity2* This equality links the equilibrium free-energy HOG P, ) = H(x, p) +

differencesAG between the states A and B to the watk N (X, t) — rg(x;, ti))2
done on the system through all the nonequilibrium processes z W, exp —
leading it from A to B. According to the second law of A

thermodynamicsAG represents the lower limit 6¥M2 (WO

> AG, the equality being valid in the limit of quasi-static
(or equilibrium) processesdlidenotes an ensemble average.
Jarzynski, however, proved that the following equality holds
true regardless of the speed of the process:

wherew; and Ary are the height of the repulsive potential
and the scale factor for tHeh coordinate, respectively. The
outer summation (indeij is over time steps. The scale factor
defines the range of action of the repulsive potential and
represents a sort of resolution of the reconstructed PMF.
& PWVr= g PAG @) The main advantage of MetaD with respect to US is that
it is not required to define a priori the range of variation of
The general validity of eq 7 depends on a small number the reaction coordinates, letting the system evolve toward
of trajectories wheréV; = AG. The probability of these  the lowest transition state, thus obtaining the minimum free-
events decreases exponentially as the speed of the processnergy landscape along the path connecting the two minima.
increases, thus a Iarge number of simulations is needed tOThiS prevents the Samp"ng of uninteresting regions, and, in
handle a reliable statistical ensemble with even a relatively principle, it allows the introduction of a high number of
high pulling velocity. In practice, despite its theoretical speed- reaction coordinates. Similar approaches have previously
free validity, the applicability of this equation is limited to  peen exploited to explore the configuration space, such as
slow processes, whose energy fluctuations are comparablehe taboo searcH,and the local elevation methédMore-
to kgT, and a number of trajectories have to be combined gyer, MetaD can also be considered as an extension of the
together to obtain significant results. Wang-Landau algorithré? and it is closely related to the
By means of eq 7, one gets the free-energy of the systemrecent adaptive force-bias algoriti##*where the derivative
described by Hhat must be corrected by subtracting the term of the free-energy along a reaction coordinate is reconstructed
due to the perturbing potential. Following the procedure hy means of an adaptive time-dependent bias.

described by Hummer and Szalfopne finally gets the However, the use of a time-dependent biasing potential is
expression for the free-enerdy(r), as a function of the in some way a nonequilibrium procedure with respect to the
chosen reaction coordinate other degrees of freedom, especially to the so-called slow
modes. When the latter are not included in the chosen set of

z (r ~ roexp(Aw0 reaction coordinates, the choice of the Ili

. , parameters controlling
o) = — 1 In [exp(—pw)U ®) the repulsive potentials (i.e., deposition time step, height and

B exp[—pAh(r,1)] scale factor) is crucial to let the system equilibrate each time

zt [exp—pw,)0 a new term is added. The efficient sampling of nonexplicit

slow modes within MetaD can be tackled in different ways,

where the two summations are over time step(r,t) is either improving the sampling with the replica exchange

the perturbing potential defined in eq 6, andis the work method®® or by means of the bias-exchange metadynafics,
done on the system until time Note that for this kind of or correcting the reconstructed PMF with a subsequent
simulation a single reaction coordinate is used, so that a one+efining US?%’
dimensional analysis is performed. 2.3. Choice of the Reaction CoordinatesA computa-

An improvement of SMD results can in principle be tional mapping of the free-energy profile for potassium ions
obtained by the Crooks equatf§rthat makes use of both  in the KcsA protein was already done in the p&&by means
the forward and the backward average work and extends theof multidimensional US. In that case, the authors used a
Jarzynski identity. Whenever the hypotheses of the transienthnumber of occupancy configurations corresponding to the
fluctuation theorem are satisfied, the works of the forward case of two ions within the selectivity filter, independently
and backward transitions can be mixed together to give avarying the position of these two ions together with that of
better estimate of the PMF profile. a third ion in the cavity. More than 300 simulations were

2.2.3. MetadynamicdletaD??"?%is a recently introduced  needed (leading to an aggregate total simulation time of 36
technique based on the idea of the complexity reduction, ns) which, in turn, implied a significant computation time.
being able to speed up the evolution of some defined reactionThe obtained free-energy maps confirmed that the conduction
coordinates(x) with the introduction of a “history-depend-  process takes place as several consecutive steps in which, if
ent” biasing potentialV(ri.t). The latter is the sum of the two ions within the filter move, they always move
repulsive functions that are added at given time steps duringconcertedly. This picture of the permeation process suggests
the simulation in order to constitute a “penalty” term for the possibility of using a single curvilinear coordinate to
configurations already visited in the space of the reaction describe ion motion within the US framework, thus avoiding
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to explore paths along which the system will never evolve ion in the cavity may be significant in the permeation process
due to excessively high energy. A further confirmation of as much as the position of the ions in the selectivity filter.
what above stated can be deduced by analyzing the PMFThis concept has been underlined in different channels by
plots reported in the reference work by Bazhe and Roux? Gervasio et at? and Braun-Sand et 4.
It can be observed that the preferred pathways can be split 2.4. Parameters and Computational DetailsOne of the
into segments where only one of the selected coordinatesmajor points concerning the comparison among different
moves significantly, the others being confined in a narrow technigues aiming at the same result is the proper choice of
well centered on their initial value. The identification of a simulation parameters for each technique to avoid that one
curvilinear coordinate to reduce the amount of CPU time is technique outperforms the others only because of an unfair
possible, though not trivial at all because it must not force set of parameters.
unphysical movements of the ions. The state of the art of US simulations for the KcsA channel
The SMD technique seems to be suitable for a similar is reported by Berighe and Roux? where the system was
procedure. Under physiological conditions the ion flux investigated with great detail, and it is used as a guide in
through the channel is driven by a transmembrane potential,the following. We used a force constant= 8368 kJ/mol
resulting from a charge imbalance between intra- and nn¥ (20 kcal/mol A2) and a step between two consecutive
extracellular environments. As a consequence a potential thatcenters of the biasing potential)(Ar = 0.05 nm to respect
changes along the channel axis should exist, and the reactiorthe overlapping constraint. Up to 18 steps, 515 ps-long each,
coordinate should follow this observation. A natural choice have been combined together, and the biased distributions
of reaction coordinate is thus the value of an ion’s have been reconstructed by 250 bins ranging fro03
coordinate in a Cartesian orthogonal reference system, alsdo 3.810°2 nm in width, depending on the chosen reaction
taking into account the strong ion confinement in the coordinate, as described in the next subsection.
plane. The first 15 ps of each simulation were used to adjust the
Three simulations have been performed, using the positionbiasing potential to the new position, starting from the
of the top outermost ion (initially labeled &s), the position ~ previous configuration. Then the following 250 ps were
of the middle ion K,), or the position of their center of mass ~ discarded as equilibration time in the presence of the biasing
(Keom) as reaction coordinates, respectively. We would like potential. The remaining 250 ps were then split into 5 blocks
to point out again that this technique implicitly accounts for 0f 50 ps, and, finally, the results were averaged. The reaction
one-dimensional analysis, bounding the position of one ion coordinate was recorded at every time step, for a total
(or group of ions) to the pulling spring and, in practice, Pproductive sampling roughly about 2 million configurations
forcing in this way the ions’ motion. An analogous choice Per reaction coordinate. By this protocol it was possible to
of reaction coordinates has also been performed for the UScalculate the statistical error of the estimated PMF, which

simulations, for comparison purposes. results to be about1 ksT at room temperature (correspond-
The case of MetaD requires a different approach. The ing 10 2.5 kJ/mol). _ _ _
chance to sampleat the same timedifferent reaction In the absence of previously published studies on the KcsA

coordinates together with the use of a history-dependentchannel with SMD, we performed several preliminary tests
potential term automatically drives the dynamics of the © determine both a suitable force constant and a pulling
system along the minimum energy path, thus avoiding the velocity. In a work of Jensen et al. on the permeation of
exploration of undesired regions, where one can suppose &lycerol through aquaglyceroporin Gifithe SMD tech-
priori that the system will hardly pass through. The reader Nique was intensively used to compute the energetics, and
easily understands that the choice of a suitable minimal setthe influence of its parameters on the final result was also
of coordinates is far from being a trivial point. In order not 'evised with details.

to waste time, coordinates must be independent from each Following that suggested scheme, a harmonic constraint

other and represent a minimum set able to describe thewith a spring constark = 1673.6 kJ/mol nr (4 kcal/mol
evolution of the system under investigation, including the A~2) was attached to the selected reaction coordinate. This

slow-modes. Preliminary investigations focused on the latter constant ensures a thermal fluctuation of the constrained
definition of the appropriate coordinates are often needed. coordinate of abou{/k;T/k = 0.04 nm and a corresponding

In this case we found that the most effective set of force fluctuation of approximately 100 pN. We determined
coordinates is represented by the positions of the ion in thethat a pulling velocityy = 1-10-3 nm/ps is slow enough to
cavity K¢ay and of the middle ion in selectivity filteK,. It guarantee that the system always evolves through intermedi-
should also be noticed that a fair comparison of the US and/ ate quasi-equilibrium states. This was further confirmed by
or SMD sampling with MetaD under equivalent conditions performing reverse transitions at a double steering velocity
implies to project then-D free-energy profile from MetaD  and by observing that they converge to the same value of
along the minimum-energy path, i.e., as a function of a single the free-energy barrier (see also Figure 3).

curvilinear coordinate making use, for instance, of the nudged A preliminary run keeping the perturbing potential fixed
elastic band (NEB) metho®.A second benefit of MetaD is ~ was performed. The first 150 ps were discarded, then system
represented by the possibility to introduce coordinates not configurations were saved every 50 ps, as input starting
linked to the physical position of the ions, e.g., the water configuration for subsequent productive runs. The 50 ps
coordination number of the ion in the cavity. It is likely to interval ensures that saved configurations are uncorrelated.
suppose that the hydration/dehydration process affecting theEach productive run lasted 500 ps, and the reaction coordi-
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Figure 2. PMFs from US for the transition (S;, Si, Scav) <
(S1, Ss3, Scav)- Solid, dashed, and dash-dotted lines refer to
different reaction coordinates (see framed labels); abscissas
have been shifted in order to allow direct comparison of the
results. The maximum has been used as the pivotal point;
the zero-level of the free energy is at arbitrary position. The
two insets represent the configurations corresponding to the
two minima.

Energy (kB'I‘)

nate was saved at each time step, for a total simulation time
of 4.5 ns and 4 million sampled points. The PMF profile
was reconstructed by means of eq 8 adapting the weighted
histogram method with 250 bins combining eight uncor-

related trajectories together. That proved to be enough for (b)'
convergence. The statistical uncertainty on the PMF was also 45 X 33 33 - 33 5%
investigated by averaging 7 blocks of 8 trajectories, thus z (nm)

obtaining an error of=2 kgT (5 kJ/mol) on the energy scale  Figure 3. (a) (top) PMFs from SMD for the transition (S5, S,
and +0.05 nm for the position of the minimum. Seav) — (S1, Ss, Scav). Solid, dashed, and dash-dotted lines

MetaD simulations were performed by means of two refer to different reaction coordinates (see framed labels);
reaction coordinates, namely the positions of two ions in the abscissas have been shifted in order to allow direct compari-
filter-cavity region along the channel axis. We adopted the son of the results. The maximum has been used as the pivotal
following protocol for the simulations: 2 kJ/mol-high hills  point; the zero-level of the free energy is at arbitrary position.
were added every 4 ps, and the scale factor of reactionThe two insets represent the filter configurations correspond-
coordinates was set in order not to exceed the thermaling to the two minima. (b) (bottom) PMF for the reverse
fluctuations of the two coordinates in absence of any bias. transition (see text).

Values of 0.02 and 0.015 nm looked appropriate for the ion o ) )

in the cavity and the ions inside the filter, respectively. The Not affect the validity of our conclusions because it equally
latter value is less than the former due to their reduced influences all of the results under comparison. The obtained
mobility, as also stated in ref 14. A previous metadynamics energy profiles fairly agree with those reported in the

study on the motion of ions inside chloride chantigsided  literature®

this choice and actually ensures that the error on the Furthermore, we point out that energy values are given
reconstructed PMF is of the order okgT (5 kJ/mol). The usingksT units. This choice is convenient since the results

overall MetaD simulation lasted approximately 9 ns. are used within the framework of the reaction-rate theory,
with the purpose of studying conduction properties.
3. Results and Discussion 3.1. US vs SMD PMFs from US and SMD for transition

MD free-energy results usually depend both on the adopted(S, S, Sa) — (S, S, Sa) are reported in Figures 2 and
biasing methodology and on the particular force field used 3a, respectively.
in the simulations. An exhaustive comparison of different  For comparison purposes, the curves within each figure
force-field models applied to gramicidin A as a test case corresponding to different reaction coordinates have been
can be found in the recent literatute. shifted using the free-energy relative maximum as the pivotal
The focus of our calculations is on the comparison among point for both x- and y-axes. Spatial differences in the
the three different biasing techniques illustrated in section 2 position of minima and maxima obtained with US and SMD
with the use of the GROMOSB87 force field. It was recently are limited within 0.1 nm or less, and they are attributed
proved that GROMO#n force fields introduce a systematic  both to rigid shifts of the filter structure with respect to the
overestimation of the energy barriérglue to the peculiar  internal reference during the simulation, and to thermal
set of electric charges included in their parametrization of fluctuations. They do not affect either the PMF determination
the electrostatic interaction. This evidence, however, doesor the comparison between the two methods. Data are shown
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in the range 2.£2.65 nm for US and 2:22.6 nm for SMD
to include the abscissas corresponding to the initial and final
configurations. The free-energy zero-level is at an arbitrary
position in the two cases presented, which again does not
influence the evolution of the energy difference separating
the configurations.

Two minima are found, as expected, since the two
corresponding configuration§4{ S, Sa) and &, S5, Say)
of Figure 1 have been already identified as stable configura-
tions of the selectivity filtet911.4?All of the curves obtained
are qualitatively similar, even though it should be remarked
that the minimum of the final state in the US calculation is
deeper than the one found with SMD. In this latter case, the
second minimum is approximately as deep as the starting
point. 03 0.4 05 056 0.7 0.8

In both plots two of the three curveK{m andK; in US, zratom
K, and K4 in SMD) are quite similar in shape and in Figure 4. PMF from MtD for the transition (S, Sa, Scav) <
numerical values, with differences less thakeT that can ~ (S1, S3, Sca); €ach color level corresponds to an energy of 1
be easily associated with the statistical variance; nonethelesske T- The full line represents the minimum-energy path within
the third curves K4 in US and Keom in SMD), though MetaD; the dots and the diamonds are snapshots taken from

confirming a similar overall shape, present significantly trajectories foIIowed_ by the curvilinear coordinate in_ UsS and
different numerical values. SMD runs, _respectlvely. The dotted and dashed Ilngs are
. . drawn to guide the eye and not as real paths. The two insets

'These dlffe.rences are not rglated to cqmputathnal UNCer- strate the position of the ions in the selectivity filter
talntle;s but ms’Fead to__spat!al_ fluctuatlc_)ns attrlbuteql to corresponding to the two main minima.
variations of the ion position within the cavity and to torsions
of the residues facing the selectivity filter, as already  The comparison of the above results with those obtained
observed in the past. These changes, which take place on with MetaD helps to justify this discrepancy.
the time scale of our MD simulations, give origin to  Some enhancements may occur, and a more precise PMF
variations of the energy barriers larger than the computational profile can be achieved by means of the Crooks equation.
uncertainty of MD but still small with respect to barriers However for the present case the error affecting SMD
separating conducting from nonconducting states. For this calculations is fair enough to let us infer that the strong
reason we have considered the previous results as a moreualitative difference existing among these profiles and those
likely estimate of the barrier height provided by the two obtained by US and MetaD can only be attributed to the
techniques considered in this paragraph. different number of sampled coordinates. The main disad-

The interpretation of the results coming from the applica- vantage of SMD over US and MetaD is thus represented by
tion of the SMD technique requires some care. With the intrinsic one-dimensional behavior of eq 7 that leads to
reference to Figure 3a, the method provides a reliable a unique coordinate analysis. When a multiplicity of coor-
estimate of the energy barrier associated with the transitiondinates is required, as the present case looks like, the SMD
out of the minimum of the PMF, which is the starting point picture is clearly too poor.
of the pulled atoms. After barrier crossing the initial spring  3.2. MetaD vs USMetaD results for the energy landscape
length is not fully recovered, i.e., some elongation is still involved in the transition%, S, Sa) — (S, S, Say) are
present. This fact produces an artificial overestimate of the reported in Figure 4 as functions of the position of idn
energy level associated with the final state of the pulled and of ionKc.. A 3 ksT barrier is estimated by all of the
transition. To get a correct estimate, the reverse transition,selected techniques, and the general trend of a deeper
namely &, S5, Sa) — (S S Sa), has been simulated  minimum for the §, S, Sa) configuration, as obtained from
starting from an initially fully relaxed spring and pulling the US, is also confirmed. It is worth noticing that the two
ion K3 toward siteS,. The results of this simulation, reported minima do not correspond to the same position of the ion in
in Figure 3b, compare with the curve labelkgin Figure the cavity: when the latter moves closer to the near vacant
3a. Here the overestimate due to the pulling action of the site inside the selectivity filter the free-energy surface shows
spring does not allow a correct sampling of the minimum a deeper minimum.
located at 2.07 nm. By analyzing the two results together To better link the results obtained with the three different
we can conclude that, within the numerical uncertainty methods we can analyze the trajectories followed by the
associated with the SMD method, the energy barriers moving ions in US and SMD runs and the time needed to
associated with forward and reverse transitions result in beingobserve the transition. Values reported in Figure 4 (and in
equal, in contrast to what is observed with US. From the Figure 6) must be interpreted as the time-averaged position
US runs we obtain an estimate of the barrier of abok#™3 of the K4 and K¢,y ions within US windows K4 trajectory)
for the forward transition and of aboutikgT for the reverse  and as snapshots of a representative run in the SMD case.
transition (except curv&,, where a KT barrier is found), The standard deviation of ion positions range from 0.013 to
which means a deeper second minimum. 0.021 nm forK, and from 0.04 to 0.13 nm fdf.ay as US is

0.3

0.z

=

z Keay (nm)
(=]

-0.1
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Figure 5. PMFs from US for the transition (S;, Ss, Scav) <
(So, Sz, S4). Solid and dash-dotted lines refer to different
reaction coordinates (see framed labels); abscissas have been
shifted in order to allow direct comparison of the results. The
maximum has been used as the pivotal point; the zero-level
of the free energy is at arbitrary position. The two insets
represent the configurations corresponding to the two minima.

z Keav (nm)

0.8
z K4 (nm)

Figure 6. PMF from MtD for the transition (Si, Sz, Scav) <
(So, Sz, S4); each color level corresponds to an energy of 1
ks T. The full line represents the minimum-energy path within
MetaD; the dots are snapshots taken from trajectories followed
by the curvilinear coordinate in US (the dashed lines are
drawn only to guide the eyes and do not correspond to a
physical path). Line A—A represents a wall separating the two
regions, the saddle point in that position is due to an
unavoidable artifact of the interpolation surface. The two insets
illustrate the configurations corresponding to the two minima.

concerned and approximately 0.05 nif)(and 0.1 nmKca)

Piccinini et al.

system evolve toward its new free-energy minimum. The
full translocation sequence can, in principle, be observed with
US, but not with SMD, since the continuous pulling action
in practice does not allow the system to reach the final
equilibrium. A similar explanation can also be given for the
deeper minimum of curvi, of US analysis (Figure 2): both
curves labele&,m andK; correspond to simulations where
the ion in the cavity is not substantially moving. According
to this interpretation, the role of ioK, is crucial for the
conduction process, because it influences directly the position
of the other ions in the cavity and in the selectivity filter.

To further confirm the hypothesis above, we have also
investigated the transitiors(, S5, Sa) — (S, S, &) with
US and MetaD. SMD was not used any longer because it
proved not to be able to correctly identify the position of
the minimum corresponding to th& (S, S.ay) configuration
in the previous analyzed transition. For the situation at hand,
it must be remarked that, if the selectivity filter is not
populated by two ions, the protein undergoes a significant
conformational change leading to a nonconductive tate.
this reason we always have to consider reaction coordinates
directly or indirectly involving the intermediate ion in the
filter. If we used the outermost ion position as the only
reaction coordinate, we would have run the risk of emptying
the selectivity filter and, thus, driving the system to a
nonconductive state. On the other hand, the ion in the cavity
can only fill site S: in the final configuration of the previous
analyzed transition this ion resided quite close to the filter’s
mouth. Figures 5 and 6 show the results for US and MetaD,
respectively. A general agreement from both a qualitative
and a quantitative point of view is found between the two
techniques: the path followed with 1-D US coordinate is
the minimum energy path also identified within the MetaD
framework, and the exit barriers do not differ very much
from each other (1812 kgT for US, approximately 18T
for MetaD). The MetaD analysis reveals two minima
corresponding to transitiols{ — $), depending on the final
position of the ion originally in the cavity, which can either
reside close to or fully enter sit®. The most stable one is
represented by the latter case, since it corresponds to a deeper
minimum. The minimum-energy path calculated with the
NEB method and reported in Figure 6 shows that the
transition happens when the ion in the cavity enters sjte S
and not when it is adjacent to it, even if this corresponds to
a slightly higher barrier. This interpretation is further
confirmed by the fact that in the transitiof( S, Sa) —
(S, &, &) potassium ions can occupy two adjacent sites for

in the case of SMD. At the beginning, the ions reside in short periods of time, breaking the rule of concerted motion.

their original positions, which correspond to the first

In particular this sequence of events, reported in Figure 7,

minimum in the energy plot; then, as we start pulling one of takes place: the ion originally located S,y enters the site

the ions in the selectivity filter with SMD, their energy is

S, beingS; filled; then, the water molecule i& exchanges

increased, and finally the barrier is crossed. Meanwhile, the its position with the ion in § leading to &, S, &)

ion in the cavity cannot rise up to the neighboring site in
the selectivity filter until the transition takes place, and it is
observed to strongly oscillate within the cavity. The con-
figurations with the ion in the cavity and the ion close to
site §, are in fact almost isoenergetic (Figure 4). After the
transition, some time is needed for the ion in the cavity to
stabilize and enter the selectivity filter; this, in turn, lets the

configuration. The latter configuration is quite unstable (top
of the barrier) and evolves t&f, $, &), which represents

the final state of this transition. These intermediate three-
ion states, in which potassium ions occupy two adjacent
binding sites, have already been reported in the literéture,
and they have recently been observed also in the analysis of
the permeation paths of homologous channel Kvi.2.
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Figure 7. Trajectories of the potassium ions (green, red, and
black lines) and of the water molecule (blue line) in the
selectivity filter, projected onto the symmetry axis of the
channel, during transition (S;, Sz, Scav) — (So, S2, Si) (@) and
significant MD snapshots of this transition (b)—(e). For clarity
purposes, only two subunits are represented. The positions
of the binding sites are represented by dotted lines. Data are
recorded every 3 ps. At around 450 ps the water molecule
and the ion initially in S; exchange their position within the
imposed time step: snapshots (c) and (d) suggest that the
water molecule first moves off-axis close to the backbone,
facilitating the ion to rise up into site S,, and then slips down
into its final position. A fast flip of a carbonyl oxygen of Val76,
separating sites S, and S, is also possible on a shorter time
scale. A similar reorientation is reported also in snapshot (e),
when a hydrogen bond between the carbonyl oxygen of Val76
and the protein backbone behind it (not represented in the
figure) is established.
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Figure 8. MetaD PMF projected onto the minimum-energy
path by means of the NEB method. Data are presented as a
function of a curvilinear coordinate, and labels are used to
identify corresponding points in the free-energy landscape.
In the inset the whole PMF landscape and trajectory are also
reported.

sampling strategies: MetaD performs a simultaneous sam-
pling of the whole set of reaction coordinates, while within
the US framework only one coordinate is varied at a time,
the others being temporarily kept fixed as parameters. As a
consequence, MetaD is less resource-demanding than US and
provides results faster. In our case the 2D plot obtained with
MetaD in Figures 4 and 6 would have required up to ten
times the simulation time used, if calculated using US.

US, however, provides a more accurate sampling than
MetaD when the same set of coordinates is considered, in
particular when the PMF exhibits many competing pathways
in the explored area. In our case, for example, Figure 6 can
be compared with Figure 2 on the left in the reference work
by Bernehe and Roux? A general qualitative (and, to a
less extent, even quantitative) agreement between the two
PMFs is found, but some differences exist. The free-energy
path explored by MetaD corresponds to the major path found
by US, but the secondary path identified by US has not been
mapped by MetaD. This secondary path can be associated
with either a slightly higher energy or slow modes not

Furthermore, we did not observe a substantial rearrangementampled by the chosen set of reaction coordinates. It should
of the selectivity filter in connection with the water  pe noticed, however, that the region corresponding to the
potassium exchange between two subsequent simulationsg, s, S.ay) configuration is visited after thag(, S, ) is
snapshots (10 ps); however, we cannot exclude that this mayeached, thus warning about the possible existence of a
take place on a shorter time scale. The overall PMF competing path. The saddle point linkirf§,(Ss, Sa) t0 (S,
calculated via MetaD and projected onto the minimum- g, s s an artifact of the interpolating surface, as the NEB
energy path is reported in Figure 8. analysis testifies. Last, it must also be pointed out that the
When the &, S, &) configuration is reached, we have (S, S;, S;) configuration corresponds to an intermediate state
observed a symmetry breaking, also reported in a previousalong the transition path close to the energy maximum. The
work by Bernehe and Roux? As it is shown in Figure 7e,  associated secondary minimum reported in the reference
the amide plane Val76-Gly77 undergoes a’li@&orientation, work by Bernehe and Roux is not revealed by the MetaD
while the backbone carbonyl oxygen of Val76 points away simulation.
from the conduction path. As a consequence the water Both techniques seem to be successful and accurate enough
molecule in site $forms a hydrogen bond with the hydrogen  (within their own constraints and limitations) to describe the
of Gly77. At the same time the plane of the aromatic ring permeation process of an ion in a narrow pore. A statement
of Tyr78 bends down, getting closer to the reoriented about which of the two outperforms the other strictly depends
carbonyl oxygen of Val76, but it keeps its own specific also on the system under investigation, and, for this reason,
mobility preserved. the choice of MetaD instead of US (or vice versa) must be
In conclusion, both MetaD and US allow the easy use of done after a careful evaluation of the trade-off level between
many reaction coordinates, even though with different computational efficiency and sampling accuracy.
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Abstract: A number of lower organisms (bacteria, fungi, and parasites) produce glycoconjugates
that contain furanose rings. Of particular interest to our group are cell wall polysaccharides
from mycobacteria, including the human pathogen, Mycobacterium tuberculosis, which contain
a large number of arabinofuranose resides. As part of a larger project on the conformational
analysis of these molecules, we report here molecular dynamics simulations on methyl o-b-
arabinofuranoside (1) using the AMBER force field and the GLYCAM carbohydrate parameter
set. We initially studied the ability of this method to predict rotamer populations about the
hydroxymethyl group (C4—C5) bond. Importantly, we show that simulation times of up to 200
ns are required in order to obtain convergence of the rotamer populations for this ring system.
We also propose a new charge derivation approach that accounts for the flexibility of the
furanoside ring by taking an average of the charges from a large number of conformers across
the psuedorotational itinerary. The approach yields rotamer populations that are in good
agreement with available NMR data and, in addition, provides insight into the nature of the
puckering angle and amplitude in 1.

Introduction of these species with their environment. Furanosyl residues

Furanose rings are important components of a number ofare also key components of natural products other than
glycoconjugates, with the most well-known examples being Polysaccharides, including plant opirfeglycopeptides,and

the nucleic acids, which contain eithefribofuranose or  the aminoglycoside antibiotics.
2-deoxyp-erthyro-pentofuranose (2-deoxy-ribose)! It is Among the most elaborate examples of these glycocon-
less widely appreciated that a number of bacteria, fungi, andjugates are two polysaccharides, arabinogalactan (AG) and
parasites also biosynthesize furanoside-containing polysacdipoarabinomannan (LAM), that are found in the cell wall
charides:® Glycans composed of furanosyl moieties are of mycobacterid. Notable among these are the pathogenic
typically found on the surfaces of the organisms that produce organismsMycobacterium tuberculosid/l. leprag andM.
them, and thus they play important roles in the interaction azium, which, respectively, cause tuberculosis, leprosy, and
a tuberculosis-like disease common in HIV-positive indi-

* Corresponding author e-mail: pn.roy@ualberta.ca (P.-N.R.), viduals. The AG, a polysaccharide containing approximately

tlowary@ualberta.ca (T.L.L.). 100 monosaccharide units, is composed entirely of arabino-
T University of Alberta. furanose and galactofuranose residues, except for two
¥ University of Georgia. pyranose moieties, which serve as the linker between the

10.1021/ct700284r CCC: $40.75 © 2008 American Chemical Society
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Figure 1. Structure of methyl a-p-arabinofuranoside.

glycan and peptidoglycahSimilarly, a significant compo-
nent of LAM is an arabinan domain, representing ap-
proximately half the molecular weight, which contains only
arabinofuranose residués.

The AG is esterified at its nonreducing end with mycolic
acids, Go—Cqo branched lipids, yielding a glycolipid named

Figure 2. Pseudorotational itinerary for a b-aldofuranose ring.

the mycolyl-arabinogalactan (mAG) complex, which is the Hs, Hss Os
major structural component of the cell wall. In the accepted Cy O, Cj O, (o O,
model for the macrostructure of the mycobacterial cell Wall,
the mycolic acids pack perpendicular to the plasma mem- Hss H Os Os H Hsr  Hsf H Hss
brane thus forming a lipid layer at the periphery of the 4 4 4

gt rotamer tg rotamer gg rotamer

assembly. This layer of tightly packed mycolic acids serves
as a major permeability barrier to the passage antibiotics. Figure 3. Definition of gg, gt, and tg rotamers about the
Thus, the AG serves as a scaffold by which the organism C4—-C5 bond.
attaches an additional permeability barrier to peptidoglycan
and, in turn, the plasma membrane. which are termed the North and South conformers, respec-
The essentially exclusive presence of furanosyl rings in tively. Conformational investigations of furanoside rings by
the AG is curious as they are of higher energy than their NMR spectroscopy most commonly involve analysis using
pyranose counterpartslt has been hypothesiz€dhat the ~ PSEUROT:? a program that assumes this two-state equi-
AG is composed of furanose residues because the resultindibrium and which fits the experimentaH—'H coupling
glycan has greater flexibility relative to a pyranose-containing constant data to two conformers and their populations.
species. A more malleable scaffold would be expected to Other key conformational features of importance include
facilitate optimal packing of the mycolic acids, which in turn rotamer populations about the glycosidic €21 and
would provide the organism with great protection against C4—C5 bonds. The preferred rotamer about the-Oll bond
its environment. This “flexible-scaffold hypothesis” is plau- is the one in which the aglycone (e.g., the methyl group in
sible considering that while pyranose rings typically adopt 1) is orientedanti with respect to the C2C2 bond, as this
single well-defined chair conformations, furanose rings can is favored by thexcanomeric effect® For the C4-C5 bond
exist in a variety of twist and envelope conformations that (o angle), three rotamers are typically presejif,tg, and
are separated by typically low-energy barriers. Therefore, agg (Figure 3), with the distribution being influenced by a
polysaccharide composed of furanose residues would becombination of steric and stereoelectromjaifch¢ effects?2
more flexible than one made of pyranose residues. Although Having studied the conformation @fusing both experi-
intriguing, there are scant data to support the flexible scaffold mental and high-level computational methods, we are
hypothesis. As part of a program dedicated to understandinginterested in looking at larger oligomersmhrabinofuranose,
the conformation of mycobacterial AG (and LAM), we have for which we have NMR dat&'* However, given the size
carried out a series of NMR studies on the arabinofuranose-of these molecules, their treatment with ab initio or density
containing oligosaccharid¥s* and coupled these experi- functional theory methods is of limited practicality. Thus,
mental studies with high-level ab initio and density functional we have begun to investigate the use of force field models
theory calculations on methyd-p-arabinofuranoside 1( to probe the conformation of these oligosaccharides. Previous
Figure 1}>%and related analods.?° molecular mechanics studies of furanosyl rings have largely
Given their inherent flexibility, the conformational analysis been carried out using MM3 or earlier variants of this force
of furanosides is more complicated than comparable studiesfield.?¢34 However, over the past several years the use of
with pyranosides as more than one ring conformer must bethe AMBER®® force field in conjunction with the GLY-
considered. For a given furanoside, the ten unique envelopeCAM?3¢37 parameter set has emerged as a reliable force field
(E) and twist (T) forms can be identified on the pseudoro- for molecular mechanics studies of oligosaccharides contain-
tational wheel (Figure 2), each with a unique psuedorotational ing pyranose rings. In this paper, we describe the results of
phase angleR.?! In solution, there is a dynamic equilibrium  our first investigations of the use of the GLYCAM param-
between ring conformers, usually dominated by two major eters and the AMBER force field to study the conformation
species between which the interconversion barrier is low of furanoside rings. More specifically, we report the ability
(typically <5 kcal/mol)}” One of these conformers is of this computational method to predict the rotamer distribu-
generally found in the northern hemisphere of the pseudoro-tion about the C4C5 bond and pseudorotational phase angle
tational wheel, and the other in the southern hemispHere, in 1 as determined by NMR spectroscopy. In this regard,
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Table 1. Partial Atomic Charges of 1 Obtained Using the Usual GLYCAM Procedure for Five Reference Rings (A—E) and
Using the Averaged Approach Described Herea?

atom A B C D E ring averaged®

P=13 P=13 P=32 P =139 P =158 P*=31

¢om =34 ¢m =41 ¢m = 40 ¢m = 35 ¢m =40 ¢m* =35

C1 0.38 (0.05) 0.37 (0.06) 0.38 (0.05) 0.37 (0.04) 0.38 (0.05) 0.38 (0.04)
c2 0.35 (0.09) 0.33 (0.09) 0.30 (0.07) 0.31 (0.05) 0.28 (0.09) 0.31 (0.07)
02 —0.72 (0.02) —0.73 (0.02) —0.69 (0.02) —0.70 (0.02) —0.70 (0.03) —0.69 (0.02)
OH2 0.42 (0.01) 0.43 (0.02) 0.42 (0.01) 0.43 (0.02) 0.42 (0.02) 0.42 (0.01)
C3 0.34 (0.1) 0.42 (0.09) 0.24 (0.09) 0.20 (0.08) 0.39 (0.10) 0.30(0.12)
03 —0.73 (0.03) —0.76 (0.04) —0.71 (0.03) —0.73 (0.03) —0.74 (0.02) —0.72 (0.03)
OH3 0.43 (0.01) 0.43 (0.02) 0.43 (0.02) 0.44 (0.03) 0.43 (0.02) 0.43 (0.02)
C4 0.19 (0.05) 0.12 (0.05) 0.33(0.1) 0.40 (0.1) 0.18 (0.05) 0.26 (0.11)
04 —0.49 (0.04) —0.47 (0.04) —0.49 (0.05) —0.46 (0.04) —0.45 (0.04) —0.47 (0.05)
C5 0.32 (0.03) 0.31 (0.04) 0.22 (0.05) 0.20 (0.05) 0.28 (0.04) 0.24 (0.04)
05 —0.72 (0.03) —0.67 (0.02) —0.67 (0.02) —0.69 (0.03) —0.70 (0.02) —0.67 (0.03)
OH5 0.42 (0.03) 0.41 (0.02) 0.42 (0.02) 0.43 (0.03) 0.42 (0.02) 0.42 (0.02)

a Partial atomic charges for the ring-averaged procedure are shown in the last column; numbers in parentheses correspond to standard
deviations. © Puckering angles, P, and amplitudes, ¢m, are calculated according to the Altona-Sundaralingam method.?! ¢ For the ring-averaged
results, P* and ¢n* indicate the most probable values based on the distribution shown in Figure 6.

these studies are similar to recent work by Woods and optimization was then performed at the HF/6-31G* level of
Kirschne?® in which a similar analysis of hydroxymethyl theory. Based on the HF/6-31G* single point, the RESP
groups on pyranoside rings was carried out. The notable approach was used to obtain an initial set of restrained partial
differences here are that ring conformation is addressed andatomic charges. A relatively short MD simulation (10 ns)
a new charge calculation procedure had to be implementedbased on these charges and 100 conformations were selected
to take into account the flexibility of the furanoside ring.  from the resulting trajectory. The dihedral angles of the
rotatable exocyclic moieties, such as hydroxyl groups, were
Methods then determined from the 100 snapshots and transferred to
Simulations. We adopted the combined AMBER/GLYCAM  the quantum mechanics optimized geometry. Single point
force field for the simulations of. All the MD simulations ~ HF/6-31G* calculations were performed for these 100 new
were carried out using the AMBER 9%Gsuite of programs, ~ conformations. Partial atomic charges were obtained using

and the electronic structure calculations were performed with the RESP approach for the 100 conformations, and the final
Gaussian 03° charge of each atom was obtained as an average. The value

Solution Simulations.A 200 ns MD simulation of. was of the RESP restraint weight was set to 0.01, and fitting was
performed in a box of 298 TIP3Pwater molecules under ~ Performed on all of the atoms except the aliphatic hydrdgen.
NPT conditions. The total box size was (25.56925.372 The second charge derivation procedure is an important result
x 25.544) (R). The temperature was set to 300 K and the of the current report and is described in the following section.
pressure to 1 atm. A cutofff@® A was set for nonbonded
interactions. The SCNB and SCEE scaling parameters wereResults and Discussion
both set to 1.0 in accordance with the GLYCAM approach. Atomic Charges.We present in Table 1 the atomic charges
All simulations were carried out under NPT conditions, and obtained from the standard GLYCAM procedure for five
the SHAKE* algorithm was used to constrain all hydrogen- different ring conformers of, labeled A-E. It is clear from
containing bonds. Prior to production MD simulations, this data that the charges vary when one changes the ring
minimization of the waters was first performed, followed conformation. While this variation is not large for all atoms,
by minimization of the whole system, 100 ps of annealing the effect is especially pronounced for atoms C3, C4, and
and 150 ps of equilibration. Ewald summation was used to C5. For example, for C3 the charges vary over the range
handle long-range electrostatics. 0.20-0.42. This variability will negatively impact the

Gas-Phase SimulationsThe temperature was set to 300 accuracy of the simulations, and, to remove the bias
K. A cutoff of 18 A was set for nonbonded interactions. The associated with the choice of a specific ring conformation,
SCNB and SCEE scaling parameters were both set to 1.0 inwe developed a charge averaging procedure that accounts
accordance with the GLYCAM approach. The SHAKE for the various furanoside ring conformations.
algorithm was used to constrain all hydrogen-containing  Ring-Averaged Charges.Our modification of the usual
bonds. GLYCAM approach, which incorporates the effects of

Atomic Charges.Two charge derivation procedures were the ring flexibility, is now described. Two hundred confor-
considered. The first one is the ensemble average approachmations were selected from a 50 ns simulation, and a con-
proposed by Woods and worké&tsnd is referred to as the  strained ab initio geometry optimization (HF/6-31G*) was
usual GLYCAM procedure. Following this procedure, crys- performed for each. During those constrained optimizations,
tallographic dat® were employed for the input geometry the dihedral angles involving hydroxyl protons were held to
of methyl o-D-arabinofuranoside, and an ab initio geometry the values obtained from the MD simulation. For each of
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_n . . T In the development of our ring average procedure, an
R 6ol alternate approach was attempted where one freezes not only
= the dihedral angles involving hydroxyl protons (as in our
g % final average ri dure) but also the dihedral angles of
= ge ring procedure) but also the dihedral angles o
"5;40- the ring (essentially fixing the ring puckering) in the
2 anl geometry optimization of the 200 conformations selected
& 30 . ) ) :
b, from the simulation. In this way, the shape or puckering of
g2 the ring from the MD will be preserved, and our ring average
3 . . . . .
S 10 I ffssssssss - will be more consistent with the simulation and, therefore,
0 . r i N with the flexibility of the system. However, the geometry
0 30 ti mgu(ns) 0 00 optimization of the 200 conformations with all these

Figure 4. Convergence of the rotamer populations of 1. Lines
are a guide to the eye, and the gg, gt, and tg populations are
given by the top, middle, and bottom lines, respectively.

constraints did not converge. The conformations were over
constrained, and all attempts to make them converge failed.
The conformations extracted from the simulation seem to
be very far from the ab initio minimum, and many constraints

the 200 new conformations, single point HF/6-31G* calcula- render .conve.rgenc.e |mp055|.ble. .
tions were performed for the RESP fit. Note that the ring ~ Solution Simulations. Having determined the average
geometry and the dihedral angles involving hydroxyl protons atomic charges fok, we next set to establish the length of
are different in each of the 200 geometries. The same REspSimulation required to achieve convergence. As a criteria for
approach as the one used in the usual GLYCAM procedure evaluating convergence we used the populations of rotamers
was then followed to obtain partial atomic charges. about the C4C5 bond. Shown in Figure 4 are the results
The charges obtained from our new procedure, where of a convergence study of these rotamer populatiorisas
charges are ensemble averaged over several exocycn@function of simulation time. Charges obtained with the new
torsionsand ring conformations, are presented in Table 1. fing-averaged procedure were used. From these results, itis
We note that the new charges differ from those of the clear that a 200 ns simulation is required to converge the
standard GLYCAM approach most notably for carbon atoms populations of all the rotamers to reasonable uncertainties
C3, C4, and C5. An average rmsd of the carbon atoms of (a few units of percentage). Of particular note, simulations
the ring based on the 200 conformations used in the ring Of less than 50 ns produced rotamer populations differing
averaging was calculated, and a value of 0.09 with a Substantially from those present after 200 ns.
fluctuation of 0.08 was obtained. This parameter is a We next compared the G4C5 rotamer populations ob-
convenient measure of the ring flexibility of the system. tained from the simulations with those derived from experi-
Along with the calculation of the rmsd, a correlation study mental resultd® A histogram of the behavior of this torsion
between rmsd and puckering was carried out to quantify the is shown in Figure 5. All three rotamers are populated, but
magnitude of the rmsd in terms of puckering. In essence, thetg rotamer (180) is visited infrequently. When the con-
this correlation study will indicate what change in ring formers from the three peaks in the histogram are integrated,
puckering corresponds to a certain value of rmsd. However, it is possible to quantitate rotamer populations, which are
this correlation study cannot be performed accurately on 200presented in Table 2. In addition to the results based on our
conformations. It is necessary to consider many more ring-averaged charge derivation procedure and the experi-
conformations to get a statistically meaningful estimate. mental values, the results of simulations based on the five
Therefore, we selected 100 000 conformations from the charge sets of the standard (fixed ring) GLYCAM procedure
simulation based on our new ring-averaged atomic charges,are also presented. Clearly, the new ring-averaged charge
whose results will be shown and discussed below. Based oncalculation procedure leads to a good agreement with
that study, the current average rmsd of 0.09 corresponds toexperiment, which is better than the fixed ring method. While
a change of about 80n the puckering angleR. both charge derivation approaches yield the correct ordering
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Figure 5. Time dependence of the C4—CS5 torsion angle (left panel) and its associated distribution (right panel) for 1.



188 J. Chem. Theory Comput., Vol. 4, No. 1, 2008

360 g

P (degrees)
— [
% Al g §‘

S

.

i

150

= r-

"~ 100
time (ns)

Seo et al.

.............

Distribution

0 10 20 30 40

$,, (degrees)

Distribution

180
P (degrees)

0 60 120 240 300 360

Figure 6. Time dependence of the Altona-Sundaralingam P angle (left panel) and its associated distribution (right panel) for 1.
The distribution of puckering amplitude, ¢n, is given in the inset of the right panel (¢n* = 35°).

Table 2. Rotamer Populations of 1 Obtained Using the
Various Approaches

rotamer population (%) gt tg ag
experiment!3 38 14 48
ring average charges 37(3) 7(1) 56(3)
fixed ring charges A 29(2) 8(1) 63(3)
fixed ring charges B 29(2) 8(1) 63(3)
fixed ring charges C 39(3) 7(2) 54(3)
fixed ring charges D 33(3) 8(1) 59(3)
fixed ring charges E 27(2) 8(2) 65(3)
gas phase 7(1) 40(3) 53(3)

of the rotamer populations, the results based on the usual

-150-100 -50 0
P

50 100 150

GLYCAM approach can sometime lead to a worse agreement

with experiment because of the intrinsic ring bias of that rigure 7. Joint probability distribution of the puckering angle
procedure. These results validate the ring-averaging methodin degrees), P, and the rmsd (in A) of the ring carbon atoms.
for obtaining charges in these flexible rings, and, encouraged

by these results, we considered other ring parametets in
in particularP and ¢m.

Figure 6 contains the variation B, which describes ring
puckering; the inset shows the variation in puckering
amplitude ¢m. The distribution inpn, is centered about 35
which corresponds well to earlier ab initio, density functional
theory, and molecular calculatidfs!® on 1 as well as to
the puckering amplitude of this molecule in the crystal
structure®® With regard toP, conformations with values in

Figure 7 illustrates the correlation study mentioned earlier
where we calculate the joint probability distribution of the
puckering angleP, and the rmsd of the ring atoms. The
graph shows that a change of 280 ring puckering, which
is the maximum possible, represents a variation of ap-
proximately 0.25 in rmsd. The figure also reveals that an
rmsd value of 0.09 as obtained in the ring-averaged charge
derivation procedure of the preceding section corresponds
to a 60 change in the puckering angle, If the fluctuation

the northern hemisphere of the pseudorotational itinerary magnitude of 0.08 is taken into account, the change in ring

(Figure 2) are clearly favored although a small fraction of

puckering will be more than 1000bviously, this result lends

the conformers are also present in the southern hemisphereweight to our modification to the standard GLYCAM

The area of conformational space centered alfoat 45°
corresponds well to the N conformer determinedifdusing
the PSEURO? procedure, which identified two conform-
ers: a N conformer @ = 44° (39%) and an S conformer
atP =123 (61%). However, while there is good agreement
with the identify of the N conformer, the conformer

procedure to derive the set of atomic charges. The current
solvated molecular system is very flexible, and the charge

derivation cannot be based on only one ring but has to be

based on an average over numerous rings to represent all
the conformations accessible to the system.

Gas-Phase SimulationsAlthough we anticipated that the

populations obtained from the simulation do not correspond inclusion of explicit water molecules to simulate solvent

well with experiment nor with previous ab initio and density
functional theory calculations adh'>1° Indeed, the distribu-
tion shown in Figure 7 suggests that a while a small
population of the S conformer (centered arolhet 180) is
present, the equilibrium is heavily biased to the N conformer.

effects would be essential to obtain results consistent with
experiment, as a test of this we performed a simulatioh of

in the gas phase. We present in Figure 8 the analysis of the
C4—C5 torsion angle and, in Figure 9, pseudorotation be-
havior in the gas phase. As expected, these gas-phase results

These results suggest that the two-state model inherent indiffer from those obtained with explicit solvent inclusion.

the PSEUROT approach may not be valid for

This is presumably due, in large part, to the fact that in the
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Figure 8. Time dependence of the C4—C5 torsion angle (left panel) and its associated distribution (right panel) for 1 in the gas
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Figure 10. Joint probability distribution of the puckering angle, P, and the C4—C5 torsion for 1 in the gas (left panel) and
solution (right panel) phases. The units of the angles P and w are in degrees.

absence of water, the possibility of intermolecular hydrogen which agrees well with previous ab initio and density
bond competition with the solvent is no longer possible.  functional theory calculations oh!>*° This result differs

We see from Figure 8 that the ordering of the rotamer significantly for the simulation done in the presence of water,
populations is reversed compared to the solution and where two distinct puckering states did not exist and instead
experimental cases. The population of theotamer is now a single region in the northern hemisphere of the pseudoro-
greatly enhanced at the expense of gheotamer. Figure 9  tational itinerary was favored. As expected, these results
in turn reveals that the pseudorotation distribution now shows underscore the importance of using an explicit solvent model
more distinct north (N) and south (S) populations. The most to correctly describe solution behavior.
populated values of the two puckering statesRye = 38 An ab initio and density functional theory study of several
andPs* = 165 for the north and south regions, respectively, conformers ofl in the gas phaséshowed high correlation
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between the rotamer and the ring puckering distributions.
In other words, the rotamer population depends on the ring
puckering and vice versa.

Motivated by this study, we carried out a correlation study
between the C4CS5 torsion and the puckering angle. Figure
10 shows the joint probability distribution of the €€5
torsion and puckering angl®, for both gas- and solution-

Seo et al.

most frequently used to describe furanose ring conforma-
tion'”22may not be valid fod. In the gas-phase simulations,
results consistent with the two-state model and earlier ab
initio and density-functional theory calculatidhs'® were
found.

The differences between ring conformer populations in the
gas and aqueous phases are noteworthy and, while not

phase simulations. The gas-phase results reveal the presenagecessarily unexpected, underscore both the profound influ-
of north and south hemispheres of the pseudorotationalence of water on these flexible rings as well as the potential

wheel, and different trends of C4C5 torsion distribution

danger of consistently applying the two-state model in the

are obtained for each hemisphere. For example, conforma-conformational analysis of furanose moieties. In light of the

tions with P values between 0 and 5QNorth) exhibit the
trend in rotamers afy > gg > gt, whereas for conformations
with P values around 180(South), the trend igg > tg =
gt. The favoring of theyg rotamer in the S conformers would
be expected given the ability of conformers with this-€C4

present success of this approach to model these flexible rings,
future studies will involve the extension of this method to
the study of other commonly occurring furanoside monosac-
charides (e.g.p-p-arabinofuranoside anfl-b-galactofura-
noside) as well as more complex oligomeric and polymeric

C5 torsion to form transannular hydrogen bonds between structures related to mycobacterial arabinogalactan and

OH2 and OH5. Similarly, in the N conformers, ttgerotamer
is stabilized by hydrogen bonding between OH3 and OH5.
There is therefore a marked correlation between-C8

lipoarabinomannan. Other issues such as the role of the water
model or polarization will also be explored in forthcoming
work.

torsion and ring puckering in the gas phase, as concluded

from an earlier ab initio stud§ although the trends in
rotamers for the respective values of ring puckering do not
coincide. The ab initio study showggy > gt > tg for P ~

30 andgg > tg > gt for P ~ 180. These differences may
arise from the fact that in the ab initio study a full sampling

of conformational space was not undertaken. Instead the

energy-minimized structures were obtained by full optimiza-
tion of a family of 30 ring-constrained conformér¢hat had
been partially optimized to probe the effect of ring confor-

mation on various molecular parameters, e.g., bond lengths
and bond angles. In solution, this strong correlation between

the C4-C5 rotamer and the furanose ring conformation is

not observed. As seen in Figure 10, the north hemisphere of
the pseudorotational wheel is mostly populated, regardless

of the C4-C5 rotamer. We propose that the effect is due to
the lack of intramolecular hydrogen bonding in the solution
simulations.

Conclusions

In this paper, we have shown that the AMBER/GLYCAM
model is applicable to furanoside rings, specifically methyl
a-D-arabinofuranosidd,, provided that precautions are taken
to account for the inherent flexibility of these five-membered
rings. In particular, it is critical to use averaged atomic
charges obtained from a large number of conformations
(200). This approach leads to less charge variability and, in
turn, more reproducible results. The usual GLYCAM pro-
cedure, in which a single ring conformer is used to derive
atomic charges, appears to be valid for the more rigid
pyranoside rings but not the conformationally mobile fura-
nosides. Furthermore, long simulation times (200 ns) are
required for convergence. Simulations in which these ap-

proaches were implemented showed good agreement with

rotamer populations about the €&5 bond and the pucker-
ing amplitude of the ring &) as determined from NMR
spectroscopic dafd.In contrast, the results of the simulations
in water demonstrated a single low-energy region of con-

formational space thus suggesting that the two-state model
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Abstract: The hypothetical scanning molecular dynamics (HSMD) method is a relatively new
technique for calculating the absolute entropy, S, and free energy, F, from a given sample
generated by any simulation procedure. Thus, each sample conformation, /, is reconstructed
by calculating transition probabilities that their product leads to the probability of i, hence to the
entropy. HSMD is an exact method where all interactions are considered, and the only
approximation is due to insufficient sampling. In previous studies HSMD (and HS Monte Carlo
— HSMC) has been applied very successfully to liquid argon, TIP3P water, self-avoiding walks,
and peptides in a a-helix, extended, and hairpin microstates. In this paper HSMD is developed
further as applied to the flexible 7-residue surface loop, 304—310 (Gly-His-Gly-Ala-Gly-Gly-
Ser) of the enzyme porcine pancreatic a-amylase. We are mainly interested in entropy and free
energy differences AS = Siee — Shound (@Nd AF=Fgee—Fpnound) between the free and bound
microstates of the loop, which are obtained from two separate MD samples of these microstates
without the need to carry out thermodynamic integration. As for peptides, we find that relatively
large systematic errors in Sgee anNd Spound (AN Firee @nd Fpound) are cancelled in AS (AF) which
is thus obtained efficiently with high accuracy, i.e., with a statistical error of 0.1—0.2 kcal/mol
(T=300 K) using the AMBER force field and AMBER with the implicit solvation GB/SA. We
provide theoretical arguments in support of this cancellation, discuss in detail the problems
involved in the computational definition of a microstate in conformational space, suggest potential
ways for enhancing efficiency further, and describe the next development where explicit water
will replace implicit solvation.

I. Introduction (an example for a microstate is thehelical region of a
I.1. The Role of Free Energy in Structural Biology. The peptide, see further discussion in sections 1.3, 11.11, and
theoretical/computational treatment of peptides, proteins, andil.12). A microstateQ,,, which typically constitutes only a
other biological macromolecules is extremely difficult due tiny part of the entire conformational spa&®, can be

to long-range interactions and their rugged potential energy represented by a sample (trajectory) generated bycal
surface E(x) (x is the N-dimensional vector of the Cartesian  qecular dynamics (MDY simulation starting from a
coordinates of the moleculels atoms). More specifically,
this surface is “decorated” by a tremendous number of
localized wells and “wider” ones, defined over regiofs,
(called microstates}each consisting of many localized wells

structure that belongs 1@Q,,. MD studies have shown that a
molecule will visit a localized well only for a very short
time [several femtoseconds (fs)] while staying for a much
longer time within a microstate* meaning that the mi-

* Corresponding author phone: (412)648-3338; e-mail: hagaim@ Crostates are of a greater physical significance than the
pitt.edu. localized wells.

10.1021/ct700116n CCC: $40.75 © 2008 American Chemical Society
Published on Web 12/01/2007




Stability of the Free/Bound Microstates afAmylase J. Chem. Theory Comput., Vol. 4, No. 1, 200383

A central aim of computational structural biology is to one has to calculate the practically unknowatue of In pB-
identify the most stable microstates, i.e., those with the largest(x) [pB(x) depends not only ox but also on the entire
conformationalpartition functionZ, (or equivalently with microstate through £ where 4%, is extremely difficult to

the lowest Helmholtz free energin) calculate directly from the sample]. Thus, the difficulty in
calculatingFr, stems from the difficulty in calculatinn.
F.=—ksTINZ,=—kgTIn fm exp[—E(x)/kgTldx (1) In most cases, however, one is interested in free energy

differencesAF,, which are somewhat easier to obtain than

where ks is the Boltzmann constanf is the absolute  FmandF, themselved®

temperature, and the integration is carried out over the limited  1.3. Calculation of AF, by the Counting Method and
microstateQy,, rather than ovef2 (for simplicity, we shall Thermodynamic Integration. As said above, even calcula-
denote in most cases a microst@gby m). Thus, the protein  tion of relative populations is nontrivial. A straightforward
folding problem is the notoriously difficult task of identifying ~ way to estimatgy/pm = exp — [AFn/ksT] is by acounting

the microstate with the global minimuR,, which practically methodi.e., from a long MD or MC simulation that “covers”
might be achieved by two challenging stages: (1) identifying both microstates. Thu#&\Fn, = —kgT In[(#m)/(#n)], where

an initial set of microstates with expected high stability (e.g., #m (#n) is the population, i.e., the number of times the
based on an energetic criterion) and (2) calculating their molecule visited microstaten (n) during the simulation.
relative populationspu/pn = Zw/Zn [pm = exp[~FwksTl/Z, However, because of high-energy barriers, the transition
whereZ is the (cancelled out) partition function of the entire between microstates at room temperature might require long

conformational space], which leads to minimuni, times, nanoseconds or more even for side-chain rotamers,
meaning that reliable sampling of¥#(#n) might become
Pl P = ZlZy = exp— [AF, /kgT] 2 prohibitive. This problem can be alleviated by applying
enhanced sampling techniques such as replica excfange
where AFm, = Fn — F. or multicanonical method®;22however, the conformational

Calculation of relative populations is also required in search capability of these methods is also limited, and
problems which are less challenging than protein folding, microstates of interest might be visited poorly or will not be
i.e., in cases ofntermediate flexibility where a flexible  yisited at all. The common analysis is based on projecting
protein segment (e.g., a side chain or a surface loop), a cyclicMD (MC) trajectories onto a small number of coordinates
peptide, or a ligand bound to an enzyme populates signifi- ysing principal component analysis or calculating the popula-
cantly several microstates in thermodynamic equilibrium. It tions along one or two physically significant reaction
is of interest to know whether the conformational change coordinate@324
adopted by a loop (a side chain, ligand, etc.) upon binding  pjfferences AFy,, are commonly calculated by thermo-

has been induced by the other protein (inducetjfior dynamic integration (TI) over physical quantities such as the
alternatively the free loop already interconverts among energy, temperature, and the specific Feftas well as

d?ffe.rent microstates where one of thelm is selectgd UPON nonphysical parametéfsi®23 (free energy perturbation
binding (selected ff). This analysis requires calculatiipg, methods and umbrella and histogram analysis me#icds
values, which are also needed for a correct analysis of NMR ge aiso included in this category, see ref 19 and references
and X-ray data of flexible macromolecules: Calculation  cjteq therein). This is a robust and highly versatile approach,
of F is essential in many other biological processes. Thus, \yhich is used successfully for calculating the difference in
F determines the binding affinities of protetprotein  he free energy of binding of two ligands to the active site
interactions, it is an important factor in enzymatic reactions, of an enzyme. However, if the structural varianceroand
electron transfer, and ion transport through membranes, and, js |arge, then the integration fromto n becomes difficult

it leads to the solubilities of small molecules. and in many cases unfeasible. Furthermore, because MC

.2. The Difficulty in Calculating the Free Energy. It (MD) simulations constitute models for dynamical processes,
should first be pointed out that ttaosoluteHelmholtz free one would seek to calculate changesFrand S during a

energy isFm = En — TS, whereS, is the absolute entropy.  yg|axation process, by assuming local equilibrium in certain
Monte Carlo (MC}*and MD"?are dynamic methods, which  narts along the trajectory; a classic example is simulation of
enable one to generate samples of system configuradons, ,otein folding® Such information cannot be obtained by
distributed according to their Boltzmann probability density, T, and it is thus desirable to develop methods that estimate
pE(X) SandF directly from a given trajectory.

P(x) = exp[—E(X) ITYZ, 3) I.4. Calculation of the Absolute Entropy. The problems

in calculatingAFm,, mentioned above could be remedied to
(Zm is defined ovemn or the entire conformational space, a large extent by developing methods for calculating the
Q). With both methods it is straightforward to estimate

absolute R, from a given sample. This would enable one to
» . carry out (only) twoseparateMD simulations of microstates
ensemble averages of quantities that are measured directly . .
. m and n, calculating directly the absolute,, and F, and
from x, such ask(x). On the other hand, to estimate the S =
entropy (defined up to an additive constant) their differenceAFn, = F, — Fy,, where the TI process or
the long runs needed in the counting method are avoided.
_ B B A commonly used approach for estimating the absdBute
=— I 4 . ! Lo :
S ke fmp (9Ine”(x)dx “) is based on the harmonic approximation and was introduced
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to biomolecules by Gand Scherag®:*° They obtainedS argon, TIP3P wate5! self-avoiding walks on a square
= —(kg/2)In[Det(Hessian)], where Hessian is the matrix of lattice? and peptide835* Very recently HSMD has been
second derivatives of the force field around an energy extended to peptides with side chains simulated by ¥ID.
minimized structure; the quantum mechanical version was We have found that reliable results fifferencesAS., and
applied later for peptide8.An important development has  AFn,, can be obtained with considerable efficiensyl00
been the introduction of the quasi-harmonic (QH) method times faster (in term of computer time) than with MC. These
by Karplus and Kushick? where the Boltzmann probability  results obtained for decaglycine and pNWal)x(Gly)e-
density of structures defining a microstate is approximated (Val),CONH, are very encouraging, suggesting that HSMD

by a multivariate Gaussian. Thus, might become a highly efficient tool for calculatingfFmn
(our main interest) also for more complex systems such as
S = (keg/2{N + In[(27)" Det(0)]} (5)  loops.

I.6. A Mobile Loop in Porcine Pancreatic a-Amylase.

where the covariance matrix, is obtained from a local MD  In this paper we develop HSMD further by applying it to a
(MC) sample, andN is (usually) the number of internal flexible surface loop of the enzyme porcine pancreatic
coordinates. Clearly?H constitutes an upper bound f&r o-amylase (PPA)a-Amylases ¢-1,4-glucan-4-glucanohy-
since correlations higher than quadratic are neglected; alsodrolases, EC 3.2.1.1) are widespread in all three domains of
anharmonic contributions are ignored, and QH is not suitable life: Archaea, Bacteria, and Eucarya. These enzymes
for diffusive systems such as water. While QH has been usedcatalyze the hydrolysis of internal glycosidic bonds in starch
extensively during the years, a systematic study of its and related poly- and oligosaccharidesAmylases play a
performance has been carried out only recently by Gilson’s central role in carbohydrate metabolism of microorganisms,
groug® who have found that the performance of QH plants, and animals. Furthermore, they are widely used in
deteriorates significantly in Cartesian coordinates and whenthe food and starch processing industry. Many of the

applied to more than one microstéte. enzymatic studies have been carried out with PPA, which
The absolutd can also be obtained with TI provided that Serves as a model system.
a reference staf® with knownFgis available and an efficient PPA is a single polypeptide chain of 496 amino acid

integration pattR—m can be defined. A classic example is residue®5° consisting of three structural domains, domain

the calculation of of liquid argon or water by integrating A (residues 99, 176-404), domain B (residues 161.69),

the free energy from an ideal gas reference state. However,and domain C (residues 46896). Domain A adopts &(

for nonhomogeneous systems such integration might not bea)s barrel structure and contains the three catalytic residues

trivial, and in models of peptides and proteins defining Aspl197, Glu233, and Asp300. Domain B occurs as an

adequate reference states is a problem. Differences in freeexcursion from domain A and is the structurally least ordered

energy can be obtained by Bennett's method and techniquesf the three domains; it contains one calcium-binding site.

that are derivatives of Bennett's method (for a more complete Domain C forms an alB structure and seems to be an

discussion about methods for calculating the absolute entropyindependent domain with unknown functighThe active

see ref 19). site and the possible roles of associated ions have been well
I.5. Our Methods for Calculating the Absolute S. characterized from the crystal structures of several amylases.

Another approach for calculating the absol8tg) has been A deep cleft in domain A is accepted to be the substrate-
suggested by Meirovitch and has been implemented in two binding site2*"%2 An essential chloride ion and a calcium
approximatetechniques of genera| app||Cab|||ty (i_e_, they ion are located closer to this V—shaped depression and have
are not restricted to harmonic conditions), the local states been suggested to enhance the catalytic acti¥ify.

(LS)*6 and the hypothetical scanning (MS)*° methods. While substantial evidence is available for the role of
With both methods each conformationof an MC(MD) catalytic residues in amylases, very few studies have been
sample isreconstructedstep-by-step (from nothing) using carried out on the role of loops surrounding the active site
transition probabilities (TPs), where their product leads to that interact with the substrate. In the crystal structures of
an approximation for the correct Boltzmann probability (eq the free protein (PPA%® and IP° which differ by two

3) from which various free energy functionals (e.g., upper residues) loop 304310 (Gly-His-Gly-Ala-Gly-Gly-Ser) has
and lower bounds) can be defined. Recently, the deterministiclarger B-factors than the average B-factors of the atoms in
approximate calculation of TP(HS) was replaced by a the protein. However, in the crystal structures of PPA |
stochastic calculation carried out by MC(MD) simulations, complexed with acarbo%eand PPA Il complexed with
whereall interactions are taken into account, and from this V-1532°the B-factors of this loop are close to the average
respect the method [called HSMC(D)] can be viewed as value in the protein where the loop has moved toward the
exact®® the only approximation involved is due to insufficient active site. The maximum main-chain movementBA at
MC(MD) sampling. HSMC(D) has unique features: it His305, which approaches the inhibitor from the solvent side
providesrigorous lower and upper bounds fdf, which to make a hydrogen bond with a glucose residue. The
enable one to determine the accuracy from HSMC(D) results outcome of this movement is an apparent closure of the
alone without the need to know the correct answer. Further- surface edge of the cleft.Subsequently, several hypotheses
more,F can be obtained from a very small sample and even have been put forward with respect to the function of the
from any singleconformation. HSMC results, which agree mobile loop ina-amylases, such as providing assistance in
within error bars with Tl results, were obtained for liquid holding the glucose residues in a favorable orientation during
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catalysis)’ or assisting in the transition steteor inducing anglesy and the corresponding bond angles. For the present
a trap-release mechanism of substrate and proUcts. loop we consider twg angles one of His and one of Ser,
1.7. Extension of HSMD for Loops. This work constitutes ~ while the contribution of the side chain of Ala is ignored;
the first step in extending HSMC(D) to surface loops in also, because the side chains are much shorter than the
proteins, for which the above short mobile loop (with its backbone and are not restricted by the loop closure condition,
small residues) serves as an ideal system. Two MD simula-the effect of their bond angles on entrogifferencesis
tions, starting from the X-ray structures of the free and expected to be small and is thus ignored (in the next section
complexed PPA I, 1pif and 1pig, respectivéiwill span we argue that to a good approximation bond stretching can
the corresponding microstates, and the entropy and freebe ignored as well). For convenience, these angles (ordered
energy will be calculated by HSMD. In this initial study the along the backbone) are denotedday k = 1,45= K.
loop is modeled by the AMBER force fidlélalone (where II.2. Statistical Mechanics of a Loop in Internal
solvation effects are not considered) and by the AMBER Coordinates. The partition functionZy, (eq 1) of a loop is
and the highly approximate GB/SA implicit solveiit.  anintegration of exp- [E(x)/ksT] with respect to the loop’s
Therefore, the study is focused mainly on (technical) Cartesian coordinates,over a microstaten. The change of
implementation issues of HSMD rather than on the role of the variables of integration from to internal coordinates,
the loop in the enzymatic function of PPA; the latter subject ou, k= 1K, makes the integral dependent also on a Jacobian,
will be discussed in future studies where explicit water will J, which for a linear chain has been shown to be a simple
be introduced. Still, the present study might indicate whether function of the bond angles and bond lengths independent
the transition of the loop to the bound microstate constitutes of the dihedral angle¥:#°42This transformation is applied
a selected fit, i.e., whether this microstate is reachable in under the assumption that the potentials of the bond lengths
the free protein. We also discuss in detail various theoretical (“the hard variables) are strong, and, therefore, their average
aspects of HSMD elaborating in particular on the problematic values can be assignedpwhich to a good approximation

definition of a microstate. can be taken out of the integral (however, see a later
discussion in this section). For the same reason one can carry
Il. Theory and Methodology out the integration over the bond lengths (assuming that they

are not correlations with they), and the remaining integral

. . _ : becomes a function of th& dihedral and bond angles
in section 1.6 we study the loop &f = 7 residues, 304 (@)®%% and a Jacobian that depends only on the bond

310 (Gly-His-Gly-Ala-Gly-Gly-Ser), of PPA in two mi- ] X .
crostates related to the free and bound loop structures. Theangles, the same discussion also holds for a loop. The

starting point is the available crystal structures of PPA 1I, partition function becomes
1pif and 1pigs°® respectively. Because the structures of these
proteins are almost identical, we have chosen to carry out
the calculations with the 1pif structure, where the loop
structure of 1pig is attached to the 1pif structure by
superimposing the structure of 1pig on that of 1pif (the ligand
was discarded); this would enable one to study the stability
of the bound microstate of the loop in the structure of the
free protein, as discussed in the previous section I.7. PPA is
a relatively large protein (496 residues), and it would be
computationally unfeasible to include all of its atoms in the
calculations. Therefore, we consider only a template of 700
atoms (the same atoms for the bound and free structures) B _ _

that are close to the loop where the rest of the protein’s atoms p([ond) = expl ~E([od ks Tz, @

are ignored. The construction of the template is described and the exact entropgand exact free enerdy (defined up

II.1. The Protein and Loop Studied. As was pointed out

z,=DZ,=D [ exp{—E((a,])/ksT}dat,..da  (6)

where pu] = [ou,...0x]. D is a product of the integral over
the bond lengths and their Jacobiahe JacobianI]; sin-

(6))] of the bond anglesg;, that should appear under the
integral is omitted for simplicity. Weassume Do be the
same (i.e., constant) for different microstates of the same
loop, and, therefore, M cancels and can be ignored in
calculations of free energy and entroplfferences The
Boltzmann probability density corresponding@ (eq 6) is

in detail in a previous publicatiott. to an additive constant) are
The loops are modeled in vacuum where the potential
energy is defined solely by the AMBER96 force fiéénd Sn=—ks [ p°([0)INp®([o4]) ... 0 (8)

in solution where the implicit solvation model, GB/SAis

added to this force field. The His residue is protonated in and

the free and bound states. These systems are simulated by

MD using the package TINKER,where the loop is free o F,,= [ p®([o]){ E((er]) + kg TN’ ([ )} day...cr (9)
move while the template (of 700 atoms) is kept fixed in its

X-ray coordinates and only the loefoop and loop- It should be pointed out that the fluctuation of teeact
template interactions are considered, i.e., they define theF is zero!* because by substitutingf([ax]) (eq 7) inside
potential energy. However, HSMD (as well as LS and QH) the curly brackets of eq 9 one obtaiBo]) + ksT In pB-

is implemented naturally in internal coordinates; therefore, ([ay]) = —KT In Z, = Fp, i.e. the expression in the curly
the simulated conformations should be transferred from brackets is constant and equalRg for any set fu] within
Cartesians to the dihedral angles vi, andw; (i=1,N=7) m. This means that the free energy can be obtained from
and the bond angleg;, (i=1N, I=1,3) and the side-chain  any singleconformation if its Boltzmann probability density
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is known. However, the fluctuation of an approximate free of hydrogen bonds; one can also apply energetic restraints
energy (i.e., which is based on an approximate probability where their bias should later be removed. However, these
density) is finite, and it is expected to decrease as the restrictions are somewhat arbitrary and are difficult to apply

approximation improve®:”*74 Using the HSMC(D) method,

for calculating the differenced\F,, and AS,, between

it is possible to estimate the free energy of the system from microstatesn andn, which is our main interesfTherefore,

any single structure.

With MD the bond stretching energy is taken into account
in eq 9 (and in free energy functionals defined later), while
the corresponding entropy is ignored. The contribution of

in practice there is always some arbitrariness in the definition
of a microstate, which affects the calculated averages. This
arbitrariness is severe with some methods and can be
controlled (minimized) by others, as is discussed in sections

this energy to the free energy becomes an additive constant!-9 and 11.10. _
if one accepts the assumptions about the stretching energy Il-4. Exact Scanning Procedure. The HS, LS, and
and the corresponding Jacobian made prior to eq 6. This isHSMC(D) methods are based on the ideas of ¢xact

a very good approximation; however, if the bond stretching

scanning method, which is a step-by-step construction

entropy should be considered, we argue in section 1.6 that Procedure for a peptid®.”® For simplicity this construction

it can be estimatedpproximatelywithin the framework of
HSMD by assuming that bond stretching is independent of
the other interactions.

[1.3. On the Practical Definition of a Microstate Thus
far we have defined microstates in general terms an

discussed various techniques for calculating their populations,

pm (or the ratiosp./p,); however, such calculations cannot
be carried out without first establishingpgactical definition
of a microstate, which is not straightforward. Therefore,

before discussing the theory further, we elaborate about this
important issue that has been ignored to a large extent in

is described for arN-residue polyglycine molecule (with
dihedral and bond angles denoted 1<o<6N=K) in a
microstatem. Thus, starting from nothing, a conformation
of this molecule is built by defining the angles step-by-

d step with transition probabilities (TPs) and adding the related

atoms’® for example, the angle determines the coordinates

of the two hydrogens connected t8,@vhile the bond angle
N—C*—C' determines the position of'CThus, at stefk,

k—1 anglesuy, *+ , ax—1 have already been determined; these
angles and the related structure (the past) are kept constant,
and ok is defined with theexact TP densityp(oy|oyx-1 ***

the literature but has been given considerable thought by us*:

over the course of yeaf$546.7477 For simplicity we consider
(for this discussion) arnN-residue peptide in a helical
microstateQ2,, with constant bond lengths and bond angles
(wi=18C) meaning that its backbone conformation is solely
defined by the angleg; andy; (i=1,N); in Qn these angles
are expected to vary within relatively small rangsg; and
Ay; aroundg; = —60° andy; = —50° (we ignore for a
moment the side chains). However,Nfis not too small,
the correct limits of2y, in terms of fpi,yi] are unknown even
for this simplified model because the strongly correlated
angles define a complicated narrow “pipe” within the region,
AQIXAYIXAQXAY, AgpnxAyy. Obviously, these cor-
relations are taken into account by an exact simulation
method, and, thus, in practic®y, can be defined (or more
correctly, represented) by cal MC (MD) sample of
conformations initiated from arw-helical structure (as
mentioned in section 1.1).

However, this definition should be used with caution.
Thus, a short simulation will span only a small part<ef,
and this part will grow constantly as the simulation continues;
correspondingly, the calculated average potential en&igy,
and the entropys, (obtained by any method), will both
increase, and the free enerdy, is expected to change as
well. As the simulation time is increased further, side-chain
dihedrals will “jump” to different rotamers, which according
to our definition should also be included withfay; for a
long enough simulation the peptide is expected to “leave”
the a-helical region moving to a different microstate. Thus,
in practice the microstate size and the corresponding
thermodynamic quantities depend on the simulation time.
In some cases, one can better defi@g by discarding
structures with dihedral angles beyond predefined and

)]

whereZswrd ok =+ o) is a future partition function defined
overm by integrating over the future conformations defined
by a1 +++ dok (within m) where the past angleg; *++ ax
(and their corresponding atoms), are held fixed

p(ak|0‘kfl o (11) = quture(ak o al)/[zfuture(akfl o (10)

Ziurd 0+t @) = fm exp—
[(Eoy, == o)) K T]dot g =+ doye (11)

For simplicity, from now on we shall omit in most cases
the subscriptm from the thermodynamic functions. The
product of the TPs (eq 10) leads to the probability density
of the entire conformation (eq 7)

K
p2(ay, *+ ,0y) = !] (04 l0y_q *+ 0ty) (12)

This construction procedure is not feasible for a large
molecule because the scanning range grows exponentially
and the limits of the microstat® are practically unknown,
as discussed in section 11.3 (for a practical use of this method
see ref 79). However, the exact scanning method constitutes
the basis for HS as well as for the much less restricted
HSMC(D) and LS methods. The exact scanning method is
applicable to a peptide (loop) with side cha®syhere for
a loop all the backbone future conformations should also
satisfy the loop closure condition.

Theexactscanning method is equivalent to any other exact
simulation technique (in particular MC and MD) in the sense
that large samples generated by such methods lead to the
same averages and fluctuations. Therefore, one can assume

Avyj values or structures that do not satisfy a certain numberthat a given MC or MD sample has rather been generated
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by the exact scanning method, which enables one toinequality to constituteigorous upper and lower bounds,
reconstruct each conformation by calculating the TP respectivel§°
densities thahypotheticallywere used to create it step-by-

step. With HSMC(D) (unlike HS) theentire future is S' =k [ p°(a])In p" ([ ])day =+ o (16)
considered in the reconstruction process, and in this respect
HSMC(D) can be considered to be exact. FA = [E0- TS = [E[H+
[1.5. The HSMC(D) Method. The theory is described for B HS
HSMD (which is more efficient and practical than HSI#AC kT [ p%([od)In p™([ou])dloyy =+ e (17)

as applied (for simplicity) to arN-residue polyglycine
molecule. One starts by generating an MD sample of
microstatem; the conformations are then represented in terms
of the dihedral and bond angles, 1<ox<6N=K, and the
variability rangeAay is calculated

where<E> is the Boltzmann average of the potential (force
field) energy, estimated from the MD sample, aifdeq 7)
is the Boltzmann probability density with which the sample
has been generate® is estimated from a Boltzmann sample
of sizen by the arithmetic averag&®
Aoy = oy (max ) — oy(min ) (13) n
— 1
s =—Z In oS (18)
whereak(max) andoy(min) are the maximum and minimum n&
values ofo, found in the sample, respectiveliay, ayx(max),
and ax(min) enable one to verify that the sample spans
correctly the microstaten.

As pointed out in section 1.4, with our approach a sample
conformationi is reconstructed step-by-step by calculating
the TP density of eachy (eq 10) from the future partition
functionsZswre (€q 11). However, a deterministic integration
of Zuuwre based on thentire future (within the limits ofm)
is difficult and becomes impractical for a large peptide where Op =
m is unknown (see section 11.3). The idea of HSMD is to
obtain the TPs (eq 10) by carrying out MD simulations of
the future part of the chain rather than by evaluating the
integrals definin@swre (€q 11) in a deterministic way. Thus,

As discussed in section 1.2, the fluctuation (standard
deviation) of the correct free energy (eq 9) is zero, while
the approximaté&* has finite fluctuationpg, (estimated by
its arithmetic average,), which is expected to decrease as
the approximation improves (i.e., asincreases and/a¥oy
decrease$)’t 74

1" 1/2
a2 F B keThn p?slzl (19)

While (for simplicity) in the theory above only a single
angle is reconstructed at each stepn practice a pair of
. S . angles is treated simultaneously, where each pair consists
at reconstruction stek of conformationi the TP density, of a dihedral angle and its successive bond angle (e.g.

gg:ll}l(;i;;t.i.c;n?)(’g:esng?allfgtljaitr? dCfe:(r)tr;sizz lt\:Aolz)rZ?ngzi)mfwhereand the bond angle NC*—C"). Thus, at each step botiy
the entire future of the peptide is moved (i.e., the atoms and o, are considered, antls: is increased by 1 only if

. . . ok and oy 1 are located within the limits odoyx and o1,
defined byay, -+ ,ax) vyhﬂe the pqst (the atpms defmed.by respectively. The HSMD process described above for polyg-
ag, *** ,0k—1) are kept fixed at their values in conformation

) . . : lycine is also applicable to a side chain and a loop, where
I A small se_g_ment (binpay is cen_tered "’?"‘k('_) ' and_ the the reconstruction process of the latter starts from the first
number of visits of the future chain to this bin during the

simulation. n— is calculated: one obtains residue (which is connected to one end of the template), and
oMhisit ’ the future chains are always connected (by the force field)
to the second end of the template. Clearly, the conformational

oo IaA HS LX) = . .
P04 Oy **+ Og) & PO+ 0y) = Myl [Mpdey]  (14) freedom of the future chains decreases as ktiegreases.
hs It should be pointed out again that in the case of HSMD
where p™ (a1 *++ o) becomes exact for very large the dependence & (eq 17) on the bond stretching energy

(ny = o) z,if;d a very small bindoy— 0). This means thatin s only through<E>, while this interaction is ignored in
practicep"™(ay|o-1 =+ o) will be somewhat approximate g However, under the assumptions leading to eq 6 this is

due to insufficient future sampling (finite), a relatively o expected to affect differences in free energy which are
large bin sizeday, an imperfect random number generator, o, main interest. Still, if one seeks to include the bond

etc. Because this TP is also applicable to HSMC, we denotegretching entropy, one can use a transition probability
it (and functlpns derlvgd from it) with ‘HS’ (rather t.han density,o(ay), similar to eq 14 for the bond lengé which
HSMD). Notice that with HSMD the future conformations . responds to the pair of atorksindk+1; considering the
gene_ra_ted by MD_at e_ach sté&premain in general within Jacobian, one obtains(a) ~ nvisit(ak)/[nf\?:‘lé(ai)], where
the limits of m, which is r_epresente(_j_by the f'inz_ilyzed MD day is small compared tay and nysi(ay) is the number of
sample. The corresponding probability density is visits to a. In this approximationthe bond stretching is
K independent of the other interactions and thef§ =
PS(a, -+ o) = !—| (0ot g o+ ) (15) p"S(aulow-1 *** au)p(ax). Both probability densities can be
- calculated simultaneously, which in practice would not
increase computer time.
p"S([oy]) defines approximate entropy and free energy I1.6. The Reconstruction Procedure with HSMD. The
functionals,S* andF#, which can be shown using Jensen’s HSMD reconstruction procedure needs further discussions.
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Thus, the MD simulation of the future chain at steptarts FA) is increased by an additive constant (contributed by the
from the reconstructed conformationand everyg fs the bond stretching energy) which is cancelled in free energy
current conformation is considered, where thg initial differences of microstates. However, if deviations from these
considered conformations are discarded for equilibration. The assumptions occu® will be affected more significantly
nextn (considered) future conformations are represented in than FA becauseE/ksT + In oS is exponiated in the
internal coordinates, and their contributionngs; (eq 14) numerator and denominator of eq 20; thus, to obsérve

is calculated. An essential issue is how to guarantee anF® one might need to consider the bond-stretching entropy
adequate coverage of microstatgi.e., that the future chains  as well (see discussions in refs 46, 50, and 55).

will span its entire region (in particular the side-chain  As shown for fluids in ref 50, aexactexpression foF,
rotamers) while avoiding their “overflow” to neighbor denotedFP, is®

microstates, conditions that will occur for a too small and a

too largeny, respectively. To be able to control the extent of F° = kBTIn(Zi) =kgTIn[ [ o® expF"ksT][de]]  (21)
coverage omthe following procedure has been appliey: m

rlas _be“en divided into se\,/er;a) ghorter repe_titive procedures where Ho] = dou -+ dax andFHSIkeT = E([awd)/keT + In

_( units”), each ba_sed on'y <y conformations wherey - p"S([ow]). The above discussion fdf® also applies td-P,

in'y, and each unit starts from the reconstructed strudture \here jts estimation is statistically more reliable than that

with a different set of velocities followed by equilibration ¢ F8 \which is defined as a ratio of two summations similar
of size, nini;; obviously, one would seek to determine the j nat definingFP.

minimal values forn’y, j, and ninr, which would keep the 1.8. The Local States (LS) Method. With the LS
future chains withirmwhile allowing its adequate sampling. 1 othod¢4-46 (applied to anN-residue polyglycine with B

A simila&ggro.ce_dure was first suggested by Brady and _ K backbone anglesy) the rangeshay (eq 13) are divided
Karplug®®* within the framework of the QH method and 15| equal segments, wherés the discretization parameter.
was also used in implementations of the LS method to These segments are denotedibyri=1,1), where an angle

peptides:” ok is represented by the segmento which it belongs, and

To estimate the extent _of coverage of the reconstructed 5 conformationi is expressed by the corresponding vector
samples of the future chains one can generate a sample of¢ segmentsif(i), v2(i), ...k ()] p(cudau 1 *+* az) can be

the entire peptide (or loop) in the same way it is generated ggtimated by ++ v )N, =+ v)[Aadl]}, wheren(vy,
in the reconstruction process. Thus, starting from conforma- ... 1) is the number of times thiecal state]i.e., the vector
tion i and discardingnit c_onforma_tions for equilibratiqn, (v =+ w1)] appears in the sample. However, in practice,
the sample can be of size& (using g=10 fs) or of | one uses smaller local state,{x-1,....k_b) consisting of
consecutive samples of sirg, each starting from with a v and itsb preceding angles, whete is the correlation
different set of velocities. Théoy values (eq 13) of the parameter.n(vi,vi_1,...pc0) lead to a set of transition
dihedral angles (of both backbone and side chains) of this probabilitiesp(vdvi1,..., vk_s) andapproximateprobability
sample are then calculated and compared to the corresponddensity, pib)]) = ﬂt—l PVir, .. )/ (Aaidl), the larger
ing values_obtained for the studied sample. 'Nl_n(values are b and | the better the approximation (for enough
of the studied sample can also be compared wivalues  giatistics). Thepi(b,l) lead to rigorous upper and lower
calculated during the reconstruction process itself for ran- bounds,3* (egs 16 and 18) anB” (eq 17), respectively,
domly chosen one or two conformations. These MeASUres here p(bl) replacess.
enable one to optimize the valuesrgf;, n's, and;. It should 11.9. Calculation of Differences S, — S,. With QH, LS,
be pointed out, however, that in general we are interested in4,4 HSMC(D) calculation 0ASm, = Sn — S is based on
an entropy _dlfferenceAS';’n, between two microstates,  the absolute values for each microstate. However, in section
where (as discussed later) the g, n', andj should be | 3 we have argued that the definition of a microstate
optimized simultaneously for both microstates; the result for depends to a large extent on the simulation timehere
Aa’jm is considered reliable if it is found to be stable for a typically mand its energy and entropy all grow withTo
large range of the parametass:, n'r, andj. From now on  pe aple to carry out a reliable estimation &8, (AFmn
we shall replace in most cases by the word unit. etc.) we simulate botm andn for the same looking for a
[I.7. Upper Bound and Exact Expressions for the Free range oft values whereAF(t), ASn{(t), and AEn(t) are
Energy. In addition to FA(o"([eu])) (eq 17), which in  stable within the statistical errors [due to the simultaneous
practice is a lower bound, one can define an upper boundincrease of,(t), Eq(t), etc.]. For the QH method such stable

functional denoted® 4/ results constitute the best final answer. For the LS method,
on the other hand, one can calcula&éﬁin(b,l) [and A
: fm P°[p™ expE/KsTI(E + kg T In p™9)]dar, -+ doy F2 (b,1)] for a set of improved approximations (by increas-
F= — (20) ing b and I); if these differences converge within the
me [ exp[E/kgT]day *+- doy statistical errors, the converged values are considered to be

the correct differences due to cancellation of equal systematic
Notice that (unlikeF*) the statistical reliability of estimat-  errors in ﬁ(b,l) and ﬁ(b,l) (see discussion in section
ing FB decreases sharply with increasing system size. Thell.10). Notice that LS, unlike QM2 is applicable to a sample
inequalitiesF* < F < FB will hold provided that the  which covers several microstates and, in principle, even to
assumptions leading to eq 6 are valid. In this ca&«like a random coif'®
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Obviously, if m is less stable than, then thet values expressed in terms of the variances;> and <x5> of the
should be adjusted (i.e., decreased) to fit the stabilitmof  corresponding coordinates
If mis significantly larger tham, thent,, should be large ¢
enough to allow adequate coveragenot, ~ t[IIAay(m)/ _e _ o _ al_
[TTIAak(n)], where t, is the time required to obtain an A%1=575 (1/2)kB|n(f2)
adequatg sample fqn. However, if ASyi(t) increases ks[IN(<3¢>Y?) — In(<x¢>12)] (22)
monotonically, then it constitutes a lower bound. If the
microstate is restrictive, e.g., side chains should populate a One can estimatAS; ; from two separate MD simulations,
single rotamer, then the MD sample can be composed ofwhere the corresponding variances are calculateé. i
several smaller samples each starts from the same structurgignificantly smaller thar (i.e.,f; defines a flatter parabola)
with a different set of velocities. It should be pointed out and the same step size is used in both simulations a longer
that with LS and QH relatively large samples are required simulation will be required fof; than forf, to gain the same
for obtaining converged TPSand converged terms of the  statistical precision. Therefore, if the same sample size is
correlation matrix,o (eq 5);® respectively. Therefore, one used for both microstates, then the statistical precision of
should verify that the samples remain in the original AS,; will be determined mostly by that ;.
microstates and have not “escaped” to neighboring ones. We We now examine the entropy contributed by a backbone
have developed methods for analyzing the stability of a dihedral anglegy (denotedo. for simplicity), in the course
microstate by calculating distribution profiles of dihedral of the reconstruction process.varies in microstates 1 and
angles¥’s77 2 within the rangef\a; andAa; (eq 13), which we denote

Unlike QH and LS, HSMC(D) is not based on gathering A; and A,, respectively. The crudest (but sometimes quite
statistics from the studied sample; therefore, the requiredreliable) HSMD approximation for the corresponding dif-
sample size is relatively small; alsefHSMC(D)] (but not ference in entropyASy(a), is
necessarilfe and§HSMC(D)]) can be obtained from a very
small sample (even from a single conformatiefifherefore, AS(0) = kglinA, = InA] (23)
in our studies the sample size for HSMC(D) is small, and it
has been determined by the range wélues for which the

average ofE, (E,) is approximately constant. Again, one L ) o
can envisage extreme cases where significantly larger approximationsASy(1), we define the bin; = A/l ando,

thann, which would require increasing the sample size for = AJ/l, wherel is an increasing integer; the corresponding

m as described above for LS. With HSMC(D) the problem probabilities a“prl]f(,l) andp; (1) which are defined bywisi/ny

is to control the samples generated in the reconstruction(eq 14). One obtains

process, as discussed in section 1.6 and the next section, wn/ _ Ny . ny _

(11.10). All these considerations are applicable to a peptide AS() = kslIn(pr(1)/o,) = In(E3()/0)] =

in different microstates (e.g., a helix, hairpin, or extended ke{ IN[PY(1)/P3(1)] + In(A/A)}

microstate3->9 as well as to a flexible surface loop, which

populates significantly several microstates. In particular, the or

effect of sample size oAS,, = S, — S can be reduced,

while controlling this effect with Tl and the counting

approaches is difficult (see discussion in ref 19). where AS¥(l) can be viewed as an anharmonic term. One
[1.10. Cancellation of Systematic Errors with HSMD. can writep®®{l) = p(1)x*(1) for i = 1,2, wherep®®{l) =

It should be pointed out that for any practical setngf;,

ny, j and bin sizes,day, the calculatedS,, (S) will

be approximate, and thus the corresponding difference

S, — S, might be approximate as well. However g}, —

ﬁ is found to be stable for significantly improving ASY()= kg{IN pixaCU) —In pgxaCU) + IS/ (25)

approximations, the constant value can be considered to

be the correct difference. Indeed, in the previous appli- However, for large binsy (smalll), one would expect to

cation of HSMD to peptidé8 and in the present study obtain probabilities that are close to the exact op&8{(1)

of a loop (see section Ill), relatively small values wf and pSql) [i.e., x7'(1) and x5(l) are ~1] for a relatively

and j have already led to stable differences, meaning smalln due to adequate statistics, i.e., relatively lange:

that systematic errors in boﬂﬁl and$ are comparable and  values. To obtain the exact probabilities (within the statistical

thus are cancelled i, — . This cancellation of rela-  errors) for decreased bin sizes, should be increased

tively large systematic errors (discussed further be- adequately, which might increase computer time signifi-

low) makes HSMD an efficient procedure for peptides/ cantly. Thus, for practical values of, x}(1) andxy(l) might

loops. differ significantly from 1 (i.e., large systematic errors).
To understand the basis for this cancellation, we examine However, we argue that already for relatively snmgli(1)

first two one-dimensional harmonic microstates, i.e., two ~ x{(l), and the last logarithmic term (eq 25) becomes

oscillators with equal mass and different spring constints smaller than thstatisticalerror leading to the correct value,

and f,. The exact entropy difference,S; — S;, can be AS(l), within the statistical error. To obtain the correct

which is similar to that of eq 22 above (for brevity we shall
omit oo from the equations below). For better HSMD

AS(l) = AS'(l) + AS, (24)

p (1) andx(l) are thus factors (systematic errors) satis-
fying x"(I)—1 for very largery; for a givenl (bin) one
'obtains
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contribution AS) of dihedral angleo to the entropy We expect this cancellation of errors to occur also for models
differenceone has to define small enough bins, i.e., large of peptides and loops in explicit water.

enoughlmin, where forl > lhn AS]) remains unchanged

within the statistical error. As expectdgi, has to be smaller  |||. Results and Discussion

for a linear peptide than for a protein loop due to the

rgstriction of Ic_>op closure, which requires relatively small i ylation (at 300 K) starting from the free PDB structure
bins (see sections IIl.1, 5, and 7). has led to a stable sample of size 600 (where a structure is

The relation(l) ~ X{(I) stems from two reasons, where  added to the sample every 0.5 ps) around the PDB structure
the firSt one iS the fact that HSMD takeS a.” interactions intO with an average energy of —138 kcal/mol. However' in
account, and thus for a givemthe future part of the chain  simulations of this size, starting from the bound PDB
is treated with the same level of approximation in both strycture, the initial energy~ —98 kcal/mol) was decreased
microstates. Second, because with MD the atoms are movectonstantly and significantly; we have found this energy to
along their potential gradients, the simulations are equally stabilize around-110 kcal/mol only after a very long MD
efficient in both microstates. For peptideshe condition  yyn. Because we are interested in studying the stability of
%5(1) ~ x'(1) occurs for much smallem with HSMD than  the bound microstate in the free protein (see sections I.7 and
with HSMC> because the efficiency of the MC procedure |1.1), its sample was generated by combining partial samples
used by us depends on the compactness of a structure (e.gebtained from short MD runs each started from the PDB
hairpin versus extended). Again, as for the parabolas above hound structure with a different set of velocities. The average
if one microstate is significantly “flatter” than the other (i.e., energy of these short samples remained close38 kcal/
larger Aok values), the requiredy value for obtaining  mol. This procedure can be used with HSMC(D), which
convergence oASwill be determined mainly by the flatter  gperates on small samples (and in an extreme case even on
microstate. a single structure), while it is less effective with the®LS

It should be noted that Aoy value of the studied sample  and the QH methods, which require much larger samples,
might be significantly larger than the actuaby available as discussed earlier (section 11.9). Generating such a com-
for ay at stepgk of the reconstruction process of conformation bined sample will be useful also for studying the entropy
i, due to geometrical constraints imposed by the constant(and energy) of a transition state.
“past”, i.e., the partial structure reconstructed in the previous  The free and bound samples and the reconstruction
steps, 1..k—1. This limiting effect is expected to be more  simulations (future samples) were carried out with the
significant for dihedral angles than for bond angles; more- velocity-Verlet algorithi® based on a time step of 1 fs,
over, because at stépnisit depends on mutual visits to the  where the Berendsé&hheat bath controlled the temperature.
dihedral angle binjay, and to its successive bond angle bin, Cut-offs on long-range interactions were not imposed, and
0oy (i.e., the modified eq 14 ig"S(ouq 0t 1|ou—1 *** a1) = in the reconstruction process a structure was added to the
Muisit [N O0udak+1]), Ok anddou+1 can be optimized to reduce  sample everg = 10 fs, where they,; = 250 initial structures
$* for a givenny, which would lead to higher efficiency, (2.5 ps) were discarded for equilibration. The future samples
i.e., to converged, — S, for smallerny (see sections 11l.4  were generated for four bin sizes= Aa/30, Aa/15, Aoy
and l11.5). One can envisage a situation where for some side10, andAay/5, centered ady (i.e., ox+0/2) (eqs 13 and 14).
chains all rotamers are populated in one microstate, but only|f the counts of the smallest bin are smaller than 50, then
one rotamer is populated in the other microstate and vice the bin size is increased to the next size and if necessary to
versa (see section 11.7). These differences might compensatehe next one, etc. In the case of zero coungs; is taken to
each other ir§, — S,; therefore, evaluating the reconstruc- be 1; however, zero counts is a very rare event. In this context
tion calculations should be carried out with extra caution. it should be pointed out that if one had tried to build loop
Again, the ultimate test for accuracy is the occurrence of structurei by selecting angles at random within the ranges
stableS, — S values for increasing and decreasing bin o + 6/2, the constructed structure would differ frarand
sizes, as previously discussed. in the case of a loop would not satisfy the loop closure

As mentioned above, with the MC method used b§2us condition leading to a very high bond stretching energy.
an open peptide structure (e.g., the extended microstate of arherefore, the smallest bin chosen for a lodm/30) is
peptide) is simulated more efficiently than a compact hairpin smaller than that used for the linear peptfde@o/15).
structure and therefore relatively large was needed to  Notice, however, that this structural deviation fronvould
achievexy(l) ~ x{(I) within the statistical errors. Thus far  affect both microstates, and the bins used are the largest that
we have studied by HSMD microstates of three systems, still lead to converging results afS*.
degaglycine, NEK(Val)y(Gly)s(Val),CONH,,%> and in this For each microstate, two sets of results were calculated,
paper the 7-residue loop afamylase in vacuum and implicit ~ one is based on unit; = 250 (2.5 ps) andy values of 250
solvent. In all these studies the cancellation of systematic (j=1), 500 {=2), 750 {=3), and 1250 jE5). The second
errors has been found to occur for relatively snmglivhich set is based on unit; = 1000 (10 ps) and; values of 1000
has been verified by comparing entropy differences obtained (j=1), 2000 {=2), 4000 {=4), and 8000jE&8) (see section
for a wide range ofy values. For decaglycine, for example, 11.6). These sets that lead to an increasing coverage of the
n; ranges between 500 and 24 000, whire= 500 (5 ps) studied microstates, enable one to examine the convergence
leads to the correct results, and HSMD is thuB00 times of S\(n'y, j) as well asAS?m(n'f,j), which is our main
more efficient (in terms of computer time) than HSMT. interest.

[1.1. Simulation Details for the Loop in Vacuum. An MD
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Table 1. Differences Ao (in deg) between the Minimum
and Maximum Values of Dihedral Angles in the Free and
Bound Samples in Vacuum?

free loop bound loop
studied 1x 25ps studied 1x 25ps
sample (5 x 2.5 ps) sample (5 x 2.5 ps)
residue A¢ Ay Ay Ay Ap Ay Ag Ay

Gly 1 46 74
His 2 75 88
Gly3 58 112
Ala 4 99 89
Glys 99 105
Glys 112 85
Ser7 69 54
¥t(His) 58

43 (52) 61(108) 43 90 51 (48) 96 (74)
62(98) 71(189) 89 61 78(87) 51 (68)
64 (298) 80 (109) 68 72 54 (73) 63(88)
73(103) 70(87) 91 94 71(73) 53(76)
77 (83) 80 (139) 84 101 58 (70) 43 (60)
88(118) 85(67) 59 64 43(57) 42 (46)
52(88) 65(65) 81 44 42(58) 35(39)
36 (66) 45 44 (50)

¥3(His) 145 117 (116) 103 62 (96)

%t (Ser) 155 55 (163) 39 31 (51)

2 Aay are defined in eq 13. The studied samples of n = 600
conformations were generated with the AMBER force field by retaining
a conformation every 500 fs. The 1 x 2.5 ps samples (of 250
conformations each) were started from two chosen conformations of
the free and bound (studied) samples, by retaining a conformation
every 10 fs and ignoring the first 250 conformations for equilibration.
The sample denoted (5 x 2.5 ps) consists of five 2.5 ps samples
(altogether 1250 conformations) each started from the chosen
structure with a different set of velocities where the initial 250
conformations are ignored for equilibration.
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kcal/mol for all 6]. It should be pointed out that the errors
for the bound loop are smaller than those for the free loop
probably due to the fact that the sample of the bound loop
consists of several subsamples that were generated from the
same initial structure.

The HSMD results for the entropy are compared in the
table to those obtained with the LS and QH methods from
larger MD samples of 5000, 8000, and 10 000 conformations.
These samples consist of several subsamples each started
from the same structure with a different set of velocities,
where a conformation was retained every 50 fs. The QH
results forTS exceed the HSMD values by 12.8 and 11.3
kcal/mol for the free and bound microstate, respectively,
which is in accord withS?H being an upper bound; these
differences are probably also affected (i.e., increased) by the
significantly larger samples used for QH than for HSMD
(see discussion in section 11.9). The LS results (calculated
for b=1, 1=10), which also constitute upper bounds, are
larger than the corresponding QH values, as was also found
in previous studie%*5°

I11.3. Free Energy Results in Vacuum. Results for the
free energy functionalF* (eq 17), its fluctuationpa (eq
19), and the energies are presented in Table 3. These results
are given only for the smallest bilho/30 and unit= 10,
becausé values for the other bins can be obtained from

I11.2. Entropy Results in Vacuum. In Table 1 we present the entropies of Table 2 and the energies provided in the
the values ofAay (eq 13) for the free and bound microstates bottom of Table 3F* (like $*) does not change (within the
obtained from the corresponding MD samples. These values€ltors bars) asx is increased from 5000 to 8000, and the
suggest that the two samples indeed are concentrated irflight (expected) decrease of the central valuesxoivith
conformational space. Table 2 contains two sets of resultsincreasingy is, however, insignificant within the error bars.
for the entropy'TSA (eq16) based on units of 2.5 and 10 ps As eXpeCted, the QH and LS results founderestimate the
for the free and bound microstates. As mentioned in section correct values, and the central values of the energy fluctua-
1.1, these results were calculated for four different future tions are always larger than those &i(ns =8000). Finally,
sample sizesyr and four bin sizes; however, the extent of the table shows the differences in free energy and energy
convergence is demonstrated by the results obtained for thebetween the free and bound microstates. It is evident that
three smallest bin sizedou/10, Aoy/15, andAa/30, which  the free energy difference\F4, are all equal within the
are presented in the table. The statistical errors were obtainedtatistical errors, and they are also equal to the energy
from the fluctuations and results obtained for partial samples. difference,AE and AF(, obtained with LS. This suggests
These results were obtained without considering the Jacobiarthat theAS* results are~0, as indeed shown in the next
(IT;sin(®;) (see discussion following eq 6), which enables one section, lIl.4, i.e., the free microstate is more stable than the
to compare them to those obtained previous|y for perﬁ?des bound one by~38.8 kcal/mol which is contributed mainly
without considering the Jacobian as well. As shown later in by AE.
section 111.4, the contribution of the Jacobian to the entropy  The results for® (eq 20) are not provided in the table
cancels out to a very good approximation in entropy and because they do not behave as expected, i.e., they do not
free energy differencesour main interest. Therefore, ignor- decrease ag; is increased and the bin is decreased. This
ing the Jacobian, which increases the statistical errors (hencémisbehavior” can be attributed to a too small sample size
requires larger samples), is justified. n and to the fact that the bond stretching energy is included

One would expec8* to decrease with decreasing the bin in the potential energy, while the corresponding entropy is
and increasingy—an expectation, which is fully satisfied not taken into account ip™ (eq 15) (see discussion in ref
by the results of Table 2. In particular, for a givep S 55). Still, the results obtained f&® are always larger than
always decreases as the bin is decreased; however, @hose ofF* and thus probably provide upper bounds; the
complete convergence occurs only for the free loop &&\% deviations, however, are relatively large®& —191.7 and
ps), where TS\(AaW/15n0=1250) is equal toTS(Aoy/ —150.2 kcal/mol, deviating fronfF” by ~12 and 14 kcal/
30,n=1250) within the relatively large statistical errors; for mol for the free and bound microstates, respectively). Due
the other cases the deviation from convergence are small.to the almost convergence of tRé values it is plausible to
Convergence of the two best results (i.e., for the larggst  assume that thé&® results do not lead to improved ap-
for each bin occurs only for unit 10 (for both microstates),  proximations for the free energy, i.e., the average values,
while for unit= 2.5 ps the deviations from full convergence F™ = (FA+FB)/2 are probably less reliable than those of
are again smalll[$*(d,ns =750) — (0, =1250) < 1.2 FA. Notice, however, thaAF® = —39.7 is only 1 kcal/mol
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Table 2. HSMD Results (in kcal/mol) for the Entropy, TS* (Eqs 16 and 18), at T = 300 K Calculated from Samples of 600
Conformations of the Free and Bound Microstates in Vacuum?

free loop bound loop

unit = 2. 5 ps (250) unit = 10 ps (1000) unit = 2.5 ps (250) unit = 10 ps (1000)

A n¢(f) TSA ne(j) TSA ne(f) TSA n¢(f) TSA
Aay/10 250 (1) 72.1(3) 1000 (1) 68.6 (2) 250 (1) 71.01 (3) 1000 (1) 67.78 (3)
Aay/10 500 (2) 69.5 (3) 2000 (2) 68.2 (2) 500 (2) 68.84 (3) 2000 (2) 67.35 (3)
Aay/10 750 (3) 68.6 (3) 4000 (5) 68.1 (1) 750 (3) 67.81 (4) 4000 (5) 67.28 (3)
Aad10 1250 (5) 67.9 (2) 8000 (8) 68.0 (1) 1250 (5) 67.15 (3) 8000 (8) 67.26 (2)
Aay/15 250 (1) 71.9 (3) 1000 (1) 67.4 (2) 250 (1) 70.90 (3) 1000 (1) 66.89 (3)
Aay/15 500 (2) 69.0 (3) 2000 (2) 66.8 (2) 500 (2) 68.46 (5) 2000 (2) 66.28 (3)
Aay/15 750 (3) 67.6 (3) 4000 (5) 66.7 (1) 750 (3) 67.14 (4) 4000 (5) 66.24 (3)
Aoy/15 1250 (5) 66.6 (2) 8000 (8) 66.7 (1) 1250 (5) 66.10 (3) 8000 (8) 66.22 (3)
Aay/30 250 (1) 71.9 (2) 1000 (1) 67.2 (2) 250 (1) 70.89 (3) 1000 (1) 66.77 (4)
Aay/30 500 (2) 68.9 (2) 2000 (2) 66.3 (2) 500 (2) 68.42 (4) 2000 (2) 65.97 (4)
Aad30 750 (3) 67.5 (2) 4000 (5) 65.9 (1) 750 (3) 67.06 (4) 4000 (5) 65.60 (4)
Aoy/30 1250 (5) 66.3 (2) 8000 (8) 65.8 (1) 1250 (5) 65.91 (3) 8000 (8) 65.51 (4)
TSQH 78.61 (7) 78.61 (7) 76.8 (2) 76.8 (2)
TSts 91.6 (4) 91.6 (4) 90.9 (7) 90.9 (7)

2 The bin sizes are 6 = Ao/l (eq 13). The two units of 2.5 and 10 ps used are also defined (in parentheses) by their number of conformations,
250 and 1000, respectively. ns denotes the sample size of the future chains used in the reconstruction process, ns = unit x j, where j is the
number of simulations of unit size applied at each reconstruction step. The statistical errors are given in parentheses, e.g., 66.3 (2) = 66.3 +
0.2. SQ" is the quasi-harmonic entropy (eq 5), and S-S (egs 16 and 18 and section 11.8) is S* obtained by the local states method using b =1
and discretization parameter / = 10; these results were obtained from larger samples (for details see text). All calculations were carried out with
the AMBER force field. The entropy is defined up to an additive constant that is the same for both microstates.

Table 3. HSMD Results at T= 300 K for the Free
Energy, P, the Interaction Energy, Eiy, Their Fluctuations,
and AP and AE for the Free and Bound Microstates in

Table 4. Entropy Differences, TASA = T[Spee— Stounal (in
kcal/mol) at T= 300 K in Vacuuma@

unit = 2.5 ps (250)

unit = 10 ps (1000)

Vacuum?
TASA TASA
free loop bound loop free—bound n; TASA (Jacobian) nr  TASA  (Jacobian)
e —F* oaoE - on0e  AFA AEin Ao/15 250 1.0(2) 1.2(1) 1000 05(2) 0.6(2)
1000 204.7 (3) 4.4(3) 165.79(8) 4.5(3) —-38.9 (4) Aoy/15 500 05(2) 06(2) 2000 05(2) 0.7(1)
2000 203.7(3) 4.3(3) 165.0(1) 4.4(2) —38.7 (4) Aogl5 750 05(2) 0.6(2) 4000 05(1) 0.6(1)
4000 203.3(3) 4.3(3) 164.62(6) 4.4(2) —38.7 (3) Aoy15 1250 05(1) 0.6(1) 8000 0.5(1)  0.6(1)
8000 203.3(2) 4.2(3) 164.54(6) 4.4(2) -38.7 (3) Aey30 250 1.0(2) 1.1(1) 1000 05(2) 06(1)
—FRH 216.1 (1) 175.8 (3) —40.2 (4) Aox/30 500 05(2) 06(2) 2000 03(2) 0.4(1)
—FS 229.1(4) 190.0 (7) —39.1 (5) Aoy/30 750 0.4 (2) 0.5(2) 4000 0.3(1) 0.4 (1)
—En 137.5(3) 4.4(3) 99.02(5) 4.49 (4) -38.4 (3) Aox/30 1250 0.4(1) 05(1) 8000 03(1) 0.4()
a FA (eq 17) is a lower bound of the free energy, and oa (eq 19) is TASOH 18(2) 18(2
its fluctuation. The results were obtained from samples of n = 600 TASS 0.6 (3) 0.6 (3)

conformations for the smallest bin size, 6 = Aay/30, unit = 10 ps,
and all future sample sizes nx. FH (see eq 5) and F-S (eq 17 and
section 11.8) are free energies obtained by the quasi-harmonic
approximation and the local states method (b=1, /=10), respectively,
and are based on larger samples (see text). The average potential
energy, Ein, of the studied samples appears in the bottom row; og is
the energy fluctuation (these results are in kcal/mol). All free energies
are in kcal/mol and are defined up to the same additive constant for
both microstates. All calculations were carried out with the AMBER
force field. The statistical error is defined in footnote a of Table 2.

a SAis an upper bound of the entropy (egs 16 and 18). The results
for TAS” were obtained from samples of n = 600 conformations for
the two smallest bins, 6 = Aoy/15 and 6 = Aoy/30, unit = 2.5 and 10
ps, and all the future sample sizes, n. We also present TAS? results
obtained by HSMD, where S* is calculated with the Jacobian (see
discussion following eq 6). TASRH (eq 5) and TAS'S(egs 16 and 18
and section 11.8) are entropy differences calculated by the quasi-
harmonic approximation and the local states method (b=1, ~10);
they are based on larger samples (see text). All calculations were
carried out with the AMBER force field. The statistical error is defined

in footnote a of Table 2.
smaller thamAF~. We also calculated the correspondiigy

values,—196.9 and—154.0 kcal/mol (eq 21), which are
smaller than the relatefé® results but are larger than those
for FM, leading toAFP = —42.9 kcal/mol. While it would
be desirable to have converging results F&rand F°, we
demonstrate below that reliabdéfferencesn S(andF) can
be obtained from differences & (andFA*).

[1l.4. Entropy Differences in Vacuum. Because com-
puter time increases linearly witl, it is of interest to check
the effect of decreasead on entropy differences. In Table 4
results are presented fAAS* = T[S, — S,.nd calculated

for the two smallest bins, the fou¥ values, and unit 2.5

and 10 ps. We also present resultsTa&rS* calculated with

the Jacobian. The table reveals that the corresponding results
obtained with and without the Jacobian are equal within the
error bars. This is important because the calculations without
the Jacobian have converged statistically already for samples
of 400 conformations, while including the Jacobian required
increasing the sample size to 600. The results for#it5
andns > 500 are converged (within the error bars) with
respect to both: and the two bin sizes. The fact that the
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TAS" value obtained for unit= 2.5 ps andy = 500 is equal ~ Table 5. Entropy Differences, TAS? = T[Spee—Shound (in
to that obtained for a four times larger unit (of 10 ps) and kcal/mol) at T = 300 K in Vacuum Using Equal Bins for the
for a 16 times largens (8000) suggests thdAS* = 0.3+ Bond Angles?

0.1 kcal/mol is the correct result. unit = 1 ps (100)

This stems from the cancellation (ifAS') of ap- n TAS
proximately equal systematic errors for both microstates, as Aad/10 100 07 M)
discussed in section 11.10. Thus, Table 2 shows that the worst Aa;lo 200 0'7 )
approximations that still lead to the corrda$* differ from Aay/10 300 0:7 @
the best ones byS\(Aaw/15=500) — TS\(Aau/304=8000) A/10 400 0.5 (1)
= 3.2 and 3.0 kcal/mol for the free and bound microstates, Aay/15 100 0.6 (1)
respectively; these differences constitute lower bounds Aoy/15 200 06 (1)
because the corre€Svalues might be significantly smaller Aay15 300 0.6 (2)
than TS (Aa/30=8000). The table shows that the dif- Aaid15 400 0.5 (2)
ference obtained by the LS method [0.6 (3) kcal/mol] is equal Aayd30 100 0.6 (1)
to that obtained by HSMD, while QH leads to a significantly Aax/30 200 0.6 (1)
higher difference, 1.8 (2) kcal/mol. However, this good LS Aay/30 300 0.6 (2)
result might be accidental as unreliable differences were Aod30 400 0.4(2)
obtained by LS for the extended, helix, and hairpin mi- 2 S*is an upper bound of the entropy (eqs 16 and 18). The results
crostates of decaglycir?é’:% for TAS” were obtained from samples of n = 600 conformations for

. . . the three smallest bins, using unit = 1 ps. The bond angles bins are
The similar results obtained for unit 2.5 and 10 ps s = 50°//, while for the dihedral angles they are & = Ao/ (eq 13),

suggest that already for unit2.5 (0y=500) the coverage of  where /= 10, 15, and 30. n¢is the sample size of the future chains
both microstates by the future chains is adequate and thath the reconstructiqn procedure._AI_I calculati_ons were garried out with
for unit = 10 andn; = 8000 the future chains still remain tTh:bﬁeMzBER force field. The statistical error is defined in footnote a of
within these microstates. To get an idea about the extent of '
this coverage, we selected a structure from each of the two(dihedral) used for defining the dihedral bins or increasing
studied samples from which MD simulations of tastire the values ofAay(bond angle) used for defining the bond
loop were started (see the last paragraph of section I1.6).angles’ bins. We have adopted the latter option by increasing
Two samples of 250 conformations and two samples ®f 5 all of the bond angles bins to 50(typically Aoy(bond angle)
250= 1250 conformations were generated in the same way ranges from 20 to 25 and applied HSMD with a relatively
the future chains are simulated during the reconstruction small unit= 1 ps and smalty = 100, 200, 300, and 400.
process, i.e., 1250 consists of five subsamples (i.e., units)The results foTAS* appear in Table 5 and are shown to be
of 250 conformations, each starting from the initial structure very close to those of Table 4, which suggests that HSMD
with a different set of velocities where the first 250 structures can be optimized further leading to a further reduction in
are ignored for equilibration. In these simulations a structure computer time.
is retained (as in the reconstruction process) egery 10 These results support the conclusions obtained for pep-
fs (unlike the two studied samples that were generated withtide$5 that correct differenceaS, can be obtained for
g=500 fs). TheAo results (eq 13) for the dihedral angles relatively short reconstruction simulations, which leads to
for these samples are presented in Table 1 which shows thatonsiderable savings in computer time. In fact, reconstruction
in most cases the results for 2.5 ps are slightly smaller thanof a structure based am = 500 and 100 requires, respec-
the corresponding results obtained for the studied samplesijvely, ~30 and 14 min CPU on a 2.1 GHz Athlon processor.
while the (expected) larger results for5250 are still close  This time can be reduced by a factor of 2 if the MD
to those of the studied samples; this applies also to the sideintegration is carried out with a time step of 2 fs (rather than
chains. Deviations from this picture occur fox5250, where 1 fs). Due to strong correlations among the dihedrals and
Ay andAg of His? and Gly?, respectively, are significantly  pond angles within a microstate, it might be possible to treat
larger than the corresponding values of the studied samplesfour successive angles (two dihedrals and two bond angles)
This picture suggests that the reconstruction simulations rather than two angles considered presently at each recon-
cover adequately the two studied microstates. struction step. One can increase efficiency further by applying
In view of the discussion in section 11.10 we have also a cutoff on long-range interactions and running the simula-
tried to optimize the bins’ sizes. As pointed out there, the tions on the best machines available to date. One would seek
values ofAoy(dihedral) in Table 1 (for the entire samples) to decrease computer time further by considering the

are expected to overestimate the acthaj available foroy conformational restraints imposed by the loop closure
at stepk of the reconstruction process. Therefore, a relatively condition on the pair of dihedral angles, and its successive
large number of visits ofi(dihedral) to its birdok = Aoyl bond anglepy+1, at each reconstruction step. However, in
are not followed by visits ofi1(bond angle) to its birg1/ spite of this restraint the fluctuations in these angles (partially
I; thus, the number of counts (at boflw, and doyy,) is due to bond stretching) are significant in all reconstruction
relatively small, whileAoy(dihedral)l is large, leading to  steps besides the last twé-(4, K-3 andK-2, K-1, whereK
small p"S(ou, Ot 1| 0k-1 *** 01) = Nyisi/ [NFO0O 0K 11], 1.€., tO @ is the last angle in the loop). While one could probably ignore

large contribution;-kgInpe™S, to the entropy. This undesirable the reconstruction of these two last steps in both microstates
effect can be reduced by decreasing the valuel\af- (as long as differences\S* are of interest), the gain in
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Table 7. HSMD Results (in kcal/mol) for the Entropy, TS*
(Egs 16 and 18) at T = 300 K Calculated from a Sample of
200 Conformations of the Free and Bound Microstates in

Table 6. Differences Aoy, (in deg) between the Minimum
and Maximum Values of Dihedral Angles in the Free and
Bound Samples in Solvent?

free loop (solvent) bound loop (solvent) Solvent?
entire 1 x 5ps entire 1 x5ps bin size e TShee TSpound T[Shee~ Soound]
sample (10 x 5 ps) sample (10 x 5ps) Ac/15 625 707 (1) 710 ) 203 (1)
residue Ap Ay  Ag Ay Ap Ay Ag Ay Aay/15 1250 69.9(1) 70.3 (2) —-0.4 (1)
Glyl 76 153 54(101) 122 (175) 92 148 85 (109) 125 (200) Aoy/15 2500 69.7(2) 70.1(2) —0.4(1)
His2 139 130 114 (140) 95 (360) 125 105 105 (122) 101 (162) Aay/15 5000 69.6 (2) 70.0 (2) 0.4 (1)
Gly3 175 124 88(285) 99 (176) 80 95 100 (202) 139 (151) Ao/30 625 70.6 (1) 70.9 (2) —0.3 (1)
Ala4 131 94 68(170) 75 (89) 143 288 134 (168) 125 (360) Aa,/30 1250 69.4 (1) 69.8 (2) —0.4 (1)
Gly5 107 100 89 (119) 111 (131) 199 360 130 (226) 122 (360) Aoyd/30 2500 68.8 (2) 69.2 (2) —0.4 (1)
Gly6 126 109 154 (351) 97 (134) 285 267 205 (293) 357 (357) Aa/30 5000 68.4 (2) 68.8 (2) —-0.4 (1)
Ser7 83 64 75(87) 56 (71) 243 109 127 (188) 90 (114) Aay/45 625 70.6 (1) 70.9 (2) -0.3 (1)
X1(His) 55 43 (66) 53 33(77) Aay/45 1250 69.4 (2) 69.7 (2) —-0.4 (1)
X2 (His) 130 102 (161) 108 95 (130) Aa/45 2500 68.7 (2) 69.1 (2) —0.4 (1)
X1 (Ser) 317 60 (188) 321 51 (167) Aa/45 5000 68.2 (2) 68.5 (1) —0.4 (1)
a Aoy are defined in eq 13. The studied samples of n = 500 TSeH 89 (1) 92 (1) -3 (1)
conformations were generated by retaining a conformation every 500 TSts 100 (1) 108 (1) -8 (1)

fs. The 1 x 5 ps samples (of 500 conformations each) were started a The bin sizes for the bond angles are & = 100°// (i.e., Aax=100°)

from two chosen conformations of the free and bound (studied)
samples, by retaining a conformation every 10 fs and ignoring the
first 250 conformations for equilibration. The sample denoted (10 x
5 ps) consists of ten 5 ps samples (altogether 5000 conformations)
each started from the chosen structure with a different set of velocities
where the initial 250 conformations are ignored for equilibration. All
calculations were carried out with the AMBER force field and the

and are 6 = Ao/l for the other angles, where Aoy is defined in eq
13. ns the sample size of the future chains generated in the
reconstruction process, is based on unit = 500 conformations (5 ps).
SQM is the quasi-harmonic entropy (eq 5), and S-S (eqs 16 and 18
and section 11.8) is S* obtained by the local states (LS) method using
b = 1 and the discretization parameter, / = 10; these results were
obtained from larger samples (for details see text). The entropy is

implicit solvation GB/SA. defined up to an additive constant which is the same for both

. . . microstates. All calculations were carried out with the AMBER force
computer time would be small. Finally, while the structure field and the implicit solvation GB/SA. The statistical error is defined

of TINKER makes it a very convenient tool for developing in footnote a of Table 2.
new programs, the code is not very efficient, decreasing the
performance of HSMD as well.

[11.5. Results for the Loop in Implicit Water. These MD
simulations are based on the AMBER force fféldnd the
GB/SA solvation model of Still and co-workéPsvhich (like

can lead mainly to smalbcalizedconformational changes
and thus to a relatively narrow “pipe” of low entropy (see
section 11.3). One has also to verify that the larg® values

of the bound microstate do not lead to an overlap of the two
AMBER) is implemented within TINKER® The samples ~ Microstates. Comparing structures of the two samples gener-
for the free and bound microstates were generate‘ﬂ at ated at the same t|me along the trajectories ShOWS that the
300 K in a similar way to those in vacuum with some energies differ by-25 kcal/mol (see also Table 8), the rmsd
changes: the sample sizeris= 500 (rather than 600), and ~ ©f all heavy atoms is-2.2 A, and the corresponding dihedral
the MD step size was increased to 2 fs, where bondsangles are different and in some cases significantly different
involving hydrogens were frozen to their ideal values by (€.9., 109 vs—45° for y of Ala’).

using the RATTLE algorithn?® also, the smallest bin size ~ USing the (relatively largef\o values of Table 6 as a

in the reconstruction process was decreased+oAa/45, basis for defining the bin sizes for the reconstruction process
and thus the other three bins akey/30, Aai/15, andAey/  Will lead to a set of resultsy, ., with a lower level of

10. approximation than the corresponding resultsSf; con-

The Aay results for the free and bound samples appear in sequently, relatively small bins and largevalues will be
Table 6, and they are shown to be larger than the corre-needed to obtain a set of converging results for the difference
sponding values obtained for the loop in vacuum in Table AS* = oAl ) — S undAcudl,ny). Indeed, preliminary
1. This increase iMay is expected due to the protein calculations have led to decreasing nonconverging results
solvent interactions that lead to an increase in the loop WhereTAS* ~ —1 kcal/mol for the best approximation
flexibility, hence to its larger entropy. The table also reveals = 5000 and) = Aay /45. To obtain sets of results &,
that in most cases th&oy values of the bound microstate which are on the same level of approximation as those of
are larger than their counterparts in the free microstate andS,, we have defined (similar to the vacuum case in section
in some cases, fahg of Gly®, Gly5, and Sef and Ay of [11.4) a uniform set of bins for the bond angles (for both
Ala?, Gly5, and Gy, the difference is significant whereo- microstates) as 100, wherel = 45, 30, 15, and 10, while
(bound) ranges from 200 to 3&0This might lead to the  the dihedral angles’ bing\ay/l, are based on th&aoy values
conclusion that the entropy of the bound microstate is of Table 6.
significantly larger than that of the free microstate. However, [ll.6. Entropy in Implicit Water. The computations with
one should bear in mind that the are highly correlated, = GB/SA are much more time-consuming than those carried
and in the case of small residues, such as Gly and Alaout in vacuum; therefore, we performed only one set of
significant simultaneous changes in neighbor dihedral anglescalculations based on urit 500 (5 ps) withn; = 625, 1250,
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Table 8. HSMD Results at T = 300 K for the Free
Energy, P, the Potential Energy, En, Their Fluctuations,
and the Differences, AP and AE;, between the Free and
Bound Microstates in Solvent?2

free loop bound loop free—bound
Ne - Op, OE - Op, OE AFA AE
625 939.0(1) 3.7(1) 9134(2) 3.7(2) —25.6 (1)
1250 937.8(2) 3.7(1) 9123(2) 3.7(1) —25.5 (1)
2500 937.1(2) 3.8(1) 911.6(1) 3.7(2) —25.5 (1)
5000 936.6(2) 3.8(1) 911.1(2) 3.7(2) —25.5(1)
—FH 955 (1) 935 (1) -21(1)
—FS 966 (2) 950 (2) —16 (3)
—En 868.3(5) 4.1(1) 842.6(3) 4.0(1) —25.7 (1)

a FA (eq 17) is a lower bound of the free energy, and oa (eq 19) is
its fluctuation. The results were obtained from samples of n = 200
conformations for the smallest bin size, 6 = Aa/45, unit =5 ps, and
all future sample sizes n. FRH (see eq 5) and F-S (eq 17 and section
11.8) are free energies obtained by the quasi-harmonic approximation
and the local states method, respectively, and are based on larger
samples (see text). The average potential energy, Ein;, of the studied
samples appears in the bottom row; o is the energy fluctuation (these
results are in kcal/mol). All free energies are in kcal/mol and are
defined up to the same additive constant for both microstates. All
calculations were carried out with the AMBER force field and the
implicit solvation GB/SA. The statistical error is defined in footnote a
of Table 2.

2500, and 5000 conformations. The resultsT8F andTAS*

J. Chem. Theory Comput., Vol. 4, No. 1, 20085

and bins (even for the not showr=Aay/10) (this conver-
gence suggests that decreasing the smallest bdstoy/

45 was not necessary). Thus, in solvent the entropy of the
bound microstate is slightly larger than that of the free
microstate, unlike in vacuum where this relation is reversed.
Again, the QH and LS results farAS*, —3(1) and—8(1)
kcal/mol, respectively differ significantly from the HSMD
value.

These perfectly converged results fiaxkS* stem from an
exact cancellation (see section 11.10) of the systematic errors
in TSfor both microstates, where equal bilhs= 100°/I are
used for the bond angles. This cancellation occurs for a
relatively large range of approximations; thus, the (not
provided) worsfTS* results foro = Aoy/10 differ from the
best results in Table 7 bByS(Ao/10s=500) — TS\(Aow/
45n:=5000) = 3.4 kcal/mol for both the free and bound
microstates; as discussed in section IIl.4, these differences
still constitute lower bounds.

The equalTAS! results obtained for different; values
suggest that the level of coverage of both microstates by the
future chains during the reconstruction process is comparable
and adequate, i.e., the future chains remain within these
microstates. To estimate the extent of this coverage, we
carried out MD simulations of thentireloop generating two
samples (for the free and bound microstates) of 300 (5

for the three smallest bin sizes appear in Table 7. For both PS) conformations and two samples of £0500 [10 x (5
microstates, the table shows the expected behavior, i.e., thaPs)] based oy = 10 fs in the same way the future chains
for each bin,3" decreases as is increased and for a given ~ are simulated during the reconstruction process (see sections
n, S decreases as the bin is decreased. The results are ndi-6 and l11.4 for the loop in vacuum). Thaay results (eq
completely converged where the extent of convergence for 13) for the dihedral angles for these samples are presented
the free microstate is slightly better than for the bound one. in Table 6, which shows that in most cases the results for
Thus, T[S(6,ns=2500) — (6,ns=5000)] ~ 0.1, 0.4, and 500 are somewhat smaller and the results fox1800 are
0.4 kcal/mol foré = Aa/15, Acy/30, andAa,/45, respec-  larger (but still close) to those of the studied samples;
tively, where the corresponding values for the bound however, several strong deviations from this picture are also
microstate are 0.2, 0.3, and 0.6 kcal/mol. On the other hand,0bserved. Notice that the 500 10 results forc'(Ser), 188
for nf = 5000 T[S (0=A0/30) — S (0=A0u/45)] ~ 0.2 for and 167, are still significantly smaller than 317 and 321
both microstates. As expected, the entropies in solvent areobtained for the free and bound microstates of the studied
larger than in vacuum, whef&S(Aou/45 s =5000)= 68.2 samples, respectively. However, the effect of these too small
and 68.5 kcal/mol for the free and bound microstates, (2lmost equal) values is expected to get cancelled in entropy
respectively, in solvent, while the corresponding results in differences.
vacuum areTS(Ao/30,=5000) = 65.8 and 65.5 (the 111.8. Free Energy in Implicit Water . Results for the
additive constant is assumed to be the same for bothfree energy functionalF* (eq 17), its fluctuationga (eq
environments). 19), and the energies are presented in Table 8. As in vacuum
The HSMD results for the entropy are also compared in (Table 3), these results are given only for the smallest bin,
the table with those obtained using the LS and QH methods, Aa/45. F* increases slightly asy is increased from 2500
for which larger MD samples (composed of subsamples, seeto 5000, whileo, is unchanged (within the error bars). As
section 111.2) of 5000, 8000, and 10 000 conformations were expected, the QH and LS results fBrunderestimate the
generated (for each microstate) by retaining a conformation correct values, and the energy fluctuations are always larger
every 200 fs (100 MD steps). While both methods are than those forwa (ny=5000). Finally, the table shows the
expected to provide overestimations, the QH resultsT®r  differences in free energyy\F#, and energyAE, between
are significantly larger than the HSMD values b1 and the free and bound microstates. It is evident that Alké
~24 kcal/mol for the free and bound microstate, respectively, results are all equal within the statistical errors, and they
where the LS results (based bs2, 1=10) exceed those of  are also equal tAE meaning again that the higher stability
QH. These large QH and LS values are also affected by the(by ~25.5 kcal/mol) of the free microstate over the bound
significantly larger samples used for the QH and LS microstate is mostly due tAE.
calculations than for HSMD (see section 11.9). The computer time required in solvent is significantly

[1l.7. Entropy Differences in Implicit Water. Table 7
also shows that the results fAAS* = T[S.. — Shound are
converged nicely to-0.4 + 0.1 kcal/mol forall n; values

larger than in vacuum, where reconstructing a structure based
on n; = 500 requires~3.6 h CPU on a 2.1 GHz Athlon
processor. This stems from the fact that at each MD step
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GBJ/SA is applied to all of the-700 atoms, while only the  been ignored to a large extent in the literature but has been
contributions of atoms close to the loop are expected to begiven a great deal of thought in this paper. In particular, we
affected by the conformational changes of the loop. We have have provided strong theoretical arguments that systematic
not attempted to reduce the calculation time by eliminating errors inS*(HSMD) for different microstates are comparable
the computation of the (constant) contribution of the atoms and thus get cancelled in difference§S* — our main

remote from the loop. interest. This means that one can apply highly crude
approximations (i.e., small reconstruction samples) decreas-
IV. Summary and Conclusions ing computer time dramatically. Indeed, such cancellation

As pointed out in section 1.7, this study is focused mainly has been observed for peptiéesand for the loop of

on theoretical and implementation aspects of HSMD as a-amylase modeled by the AMBER force fiétdand
applied (for the first time) to a flexible loop of a protein; for AMBER with the implicit solvation GB/SA? leading to
that it has been convenient to treat initially the relatively efficient computations and providing support to our theory.
short loop of pancreatia-amylase which consists of small  Notice that calculating transition probabilities for different
residues. The role of this loop in the enzymatic function of stepsk is completely independent, and the reconstruction
pancreatiacx-amylase is presently of secondary interest and process is thus completely parallelized. As for peptides, the
will be discussed in future studies where the ligand, which small statistical errors iTAS"* of 0.1-0.2 kcal/mol is very
interacts with the loop in the bound state (and is missing in satisfactory.

the free protein), will be considered, and explicit watte An important development has been the realization that
preferred solvation modetwill be introduced. the bins can be optimized, leading to improved (i.e., smaller)
Still, the relatively large energy (hence free energy) results forS* hence to reliable results farAS* for smaller
differences between the free and bound microstate38(  reconstruction samples. We have not carried out a full bins’
and ~25 kcal/mol in vacuum and solvent, respectively) optimization but have demonstrated its potential effectiveness
suggest that the bound microstate would not be visited by by applying to both microstates a uniform set of bidsz
the loop in the free protein, i.e., the response of the 100p 10 constant/for the bond angles. It is plausible to assume that
ligand binding is probably an induced fit rather than a frther bins' optimization would lead to an improved
selected fit (see sections 1.1, 1.7, and 11.1). The higher free probability density p"S(ax, *++ ,01) (eq 15), hence to more
energy of the bound microstate stems mainly from electro- ;. rate free energy functional® (eq 22) and® (eq 21),
static interactions that are contributed by many of the 100p | here the latter exhibits an upper bound behavior. It has

atoms (ratr}er _? szecifjc one). .1I'husk,1 Wh”_ﬁ dt,rf‘fe gryital also been shown that the contributions of the Jacobian are
struc';urels of 1pif an 1p|? are S,'fr_n' a_rét e%/ S,t' : r?,r Lnlt ed cancelled out in entropy and free energy differences. The
structural arrangement of specific side chains, which lea Squasi—harmonic approximation and the local states method

:ﬁ (rellat_we;ly) urlwf?vora(ljaltehelictroztalitlc mtTractuons bit_wﬁ en (as expected) overestimate the entropy but more significantly
e (1pif) template and the bound loop structure (which is than for peptide8355which might reflect strong long-range

superimposed on 1pif). Indeed, the crystal structure of 1pig correlations and anharmonic effects within the loop due to
is significantly better resolved than that of 1pif, where atoms . .
the loop-template interactions.

with elevated B-factors (larger than 40) appear in 61 and ; ) o
153 residues (predominantly charged and polar) of these The theoretical developments introduced in this paper and

structures, respectively; also, on average, the B-factors ofth€ conclusions gathered from the application of HSMD to
1pif are significantly larger than those of 1pig. The unstable the 7-residue loop of pancreatic-amylase constitute a
MD trajectory obtained initially for the bound microstate is Mandatory basis for the next step in the development of
a result of the unfavorable electrostatic interactions, which HSMD—its extension to the same loop modeled by the
has led us to generate a bound sample consisting of shor®MBER force field and explicit water. In this treatment the
trajectories (see section I1.1). loop is capped with explicit waté?, and the entropy is

In this context we would like to discuss further our result, calculated from the sample in a two-stage process, where
Sree~ Souna Thus, in the presence of the ligand in the active the loop structure is reconstructed first leading t§ (the
site one would expecBiee > Shound in accord with the surrounding waters, which constitute part of the future, are
measured B-factors. However, (as discussed above) for bothmoved as well during the reconstructionipfnext, the water
models studied (where the ligand is missing) the energy of configuration is reconstructed step-by-step in the presence
the free microstate is significantly lower than that of the of the frozen loop structuneleading toS.;. One is interested
bound microstate which suggests tBat should be signifi- ~ to estimate<§> and <S+S,;>, which constitute measures
cantly lower thar§,oune The unexpected resuliee ~ Shound of flexibility, and their values for the free and bound
(also obtained approximately with the quasi-harmonic method) microstates can be compared (unlike the energy and free
might be attributed to the fact that our bound sample consistsenergy that due to the ligand depend on different sets of
of several partial (relatively short) MD samples all starting interactions in the free and bound proteins). This study is
from the X-ray structure of the bound protein with different being carried out presently. After completing these devel-
sets of velocities, which leads to a relatively concentrated opmental stages HSMD will become a mature tool for
sample of low entropy (see section Ill.1). studying other flexible loops of interest, such as the 11-

This discussion demonstrates the problems involved in theresidue lid loop of TIM proteins, and problems which require
computational definition of a microstat@ topic that has  calculating the relative and absolute free energy of binding.
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Abstract: The lowest energy structures of bare Ge,? clusters (n = 10, 12; z= —6, 0, +2, +4)
obtained using density functional theory (DFT) at the hybrid B3LYP level often are relatively
low-symmetry polyhedra not readily recognizable by the Wade—Mingos rules. However, such
optimized structures may arise from higher symmetry transition states through symmetry breaking
processes. Thus the lowest energy structures for the Geio®~ and Gei,®~ clusters with
hyperelectronic arachno 2n + 6 skeletal electron counts are derived from pentagonal and
hexagonal prism transition states, respectively, and retain the pentagonal and hexagonal faces
of the prisms upon symmetry-breaking optimization. In addition, a variety of capped cube, prism,
and antiprism transition states are found for the hypoelectronic Gep**, Ge1z, and Ge,** clusters,
which go to low-energy low-symmetry optimized structures, typically Cs or C;, upon following
the normal modes of the imaginary vibrational frequencies.

1. Introduction latter bond in the deltahedral boranes plays an analogous
The Wade-Mingos ruled™ historically were derived in role to thesr-bonding in benzene. For the 10- and 12-vertex
order to relate the structures of polyhedral boranes andstructures of interest in this paper the most spherical
isoelectronic compounds to the number of skeletal elecfrons. deltahedra found in thelosoboranes BoH10™~ and BiH12*~
However, they subsequently have been used to explain theand related compounds are g bicapped square antiprism
shapes of other cluster structures isoelectronic and isolobaland thel, regular icosahedron, respectively (Figure 1). Note
with boranes. According to the WaeMlingos rules the  thatin counting skeletal electrons in the clusters of interest
polyhedra in the so-calledloso boranes BHq.2~ and iso- in this paper either a BH or bare Ge vertex is a donor of
electronic compounds withn2+ 2 skeletal electrons are the  two skeletal electrons.

most spherical deltahedra, namely polyhedra in which all  Now consider hyperelectronic (electron-rich) polyhedral
faces are triangles and the vertices are as similar as possibleboranes having more tham2+- 2 skeletal electrons. The
These deltahedral boranes can be considered to be threeso-callednido boranes with vertices have 2 + 4 skeletal
dimensional aromatic systefiswith 2n of the 2 + 2 electrons and polyhedral structures with one nontriangular
skeletal electrons being used for surface bonding analogousface. Frequently suchido borane structures can be derived
to the o-bonding in benzene. The remaining two skeletal from a closo borane structure witm + 1 vertices by
electrons are used for amcenter two-electron core bond removing one vertex and its associated edges. Thus the 10-
involving overlap of inward pointing radial orbitals from each vertex nido borane polyhedron, found in the long-known
of then vertex atoms at the center of the deltahedron. This relatively stablé&B;oH14, can be obtained by removal of the
unique degree 6 vertex from the 11-vertdasodeltahedron

* Corresponding author e-mail: rbking@chem.uga.edu. (Figure 2). Similarly the 12-vertemido borane polyhedron,
T University of Georgia. found in the ligan8 C,B1gH1,?>~ obtained by reduction of
* BabesBolyai University. the carborane £B,0H1,, can be formally obtained by removal

10.1021/ct7002226 CCC: $40.75 © 2008 American Chemical Society
Published on Web 12/15/2007
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hypoelectronic structures are found in isoelectronic metal
carbonyl clusters and bare post-transition element clusters.
Hypoelectronic structure types found in systems with
vertices and less tham2+ 2 skeletal electrons include the
following: (1) a capped deltahedron with < n vertices,

typically for a system withm + 2 skeletal electrons such as

170 "‘*B":l‘;?; o 12 vertices: the capped octahedral osmium carbonyl clu8®s,(CO):4
saﬂare Antiprism Iy \cosahedron (v =7 butm= 6= 14 skeletal electrons) and (2) “flattened”
deltahedra withf “flattened” vertices pushed toward the
Figure 1 The most spherical (closo) deltahedra with 10 and center of the deltahedrdftypically for a system withy —
12 vertices. f + 2 skeletal electrons such as thailn cluster found in
removal of Kglni: (v = 11, f = 3 = 18 skeletal electrons}.
ﬁzﬁf;(ea?% . In recent years the chemistry of bare post-transition-metal
—p,, clusters has expanded greatly from the original work of Zintl
and co-worker3® 16 Such clusters can be considered to be
C,, 10-vertex formally isoelectronic with boranes.and carboraﬁg‘éhus
nidvo polyhedron a bare group 14 element vertex (Si, Ge, Sn, Pb) is a donor
Cay 11-vertex (ByoHys structure) of two skeletal electrons like a-BH vertex in boranes.
deltahedron 10 Similarly a bare group 15 element vertex (P, As, Sb, Bi) is
Figure 2. Conversion of the 11-vertex most spherical delta- a donor of three skeletal electrons like a-B vertex in
hedron to the 10-vertex nido polyhedron (found in BigH14) by carboranes. However, in many cases the polyhedra found in
removal of the unique degree 6 vertex (the “top” vertex) and bare post-transition-metal clusters are different from those
the associated edges (colored red). found in boranes and related compounds. Furthermore, they

do not relate obviously to polyhedra suggested by the \WWade

removal of Mingos rulesi ™ particularly in the cases of electron-poor

degree 6 clusters containing bare group 13 elements (Al, Ga, In, TI),

_ vertexat'top” which are donors of only one skeletal electron. In order to
understand such unusual polyhedra and the chemical bonding
in such structures we have performed density functional
theory (DFT) studies of germanium clusters containing from

13-vertex closo 12-vertex nido 5 to 12 germanium atont8:23 Germanium was chosen as a
deltahedron deltahedron model vertex atom to minimize the charges on clusters
isoelectronic with the known molecules of interest.

Figure 3. Conversion of the 13-vertex most spherical delta-

hedron to the 12-vertex nido polyhedron (found in the Our studies as well as the work of others have indicated
C2B1oH122~ ligand in (175-CsHs)CoC,B10H12) by removal of the major differences between isoelectronic boranes and carbo-
unique degree 6 vertex (the “top” vertex) and the associated ranes, on the one hand, and bare germanium and other post-
edges (colored red). transition-metal clusters, on the other hand. Examples are

the following: (1) The antiaromaticity of the icosahedral
of a degree 6 vertex from the 13-verteboso polyhedron E1»”~ (E = Si, Ge) as compared with the strong aromaticity
found in metallaboranes such ag°{CsHs)CoGBioH12 of the isoelectronic BHi,>~ as noted abov&:?® (2) The
(Figure 3). lowest energy structure for Gé is not the most spherical
The Wade-Mingos rules in borane chemistry have been 11-vertex deltahedrdafound in the stable borane 1112~
extended to systems even more hyperelectronic thamdoe  (3) The lowest energy structure for geis the spherically

compounds such as treachnocompounds with & + 6 aromaticTy tetracapped tetrahedron rather than the bisdis-
skeletal electrons and two nontriangular faces or one largephenoid found in BHg?~ and related compound$.These
nontriangular face and theyphocompounds with & + 8 differences between isoelectronic bare germanium and borane

skeletal electrons and an even more open structure. Inclusters appear to be a consequence of the fact that the
principle, thearachnoand hyphostructures withn vertices external germanium lone pair electrons can participate in the
can be derived frontloso structures withn + 2 orn + 3 skeletal bonding, whereas no comparable electrons are
vertices, respectively, by removal of two or three vertices, available from the B-H vertices of boranes.
respectively. However, as the structures become electron- We have also observed many low-energy low-symmetry
richer the increasingly open polyhedra become increasingly (not readily recognizable) germanium clusters@3earticu-
less recognizable. larly those with fewer thanr2+ 2 skeletal electrons. Such
The Wade-Mingos ruled are more difficult to apply polyhedra often arise during the optimization of more
to hypoelectronic (electron-poor) clusters containing fewer obvious symmetrical polyhedra by following imaginary
than the & + 2 skeletal electrons aflosostructures. Such  vibrational frequencies. The more symmetrical and thus more
systems are not found in borane and carborane derivativesecognizable polyhedra can then be considered as transition
containing exclusively boron and carbon vertices so that they states linking isomeric polyhedra of low symmetry. Thus a
were not considered in Wade’s original wdrkHowever, useful way of characterizing unsymmetrical low-energy



Wade-Mingos Rules in Bare 10- and 12-Vertex Ge Clusters J. Chem. Theory Comput., Vol. 4, No. 1, 2008.1

=R A

Ds4 pentagonal Dgq hexagonal
antiprism antiprism

Figure 4. The pentagonal and hexagonal antiprisms as 24.8 keal

possible arachno polyhedra with two nontriangular faces Y

(namely pentagons and hexagons, respectively). -
75icm™ (10)26-1

polyhedra is by the more symmetrical transition states from transition state minimum
which they arise. Dsp, Cs

A previous paper from our groéfconsiders low-energy 4
low-symmetry structures of hypoelectronic 11-vertex bare 2x75icm™ Ey
germanium clusters G£. In that case, consideration of  Fjgure 5. The distortion of the pentagonal prism transition
transition states leading to such clusters is less useful sincestate in Ge,®~ along the E; normal mode of the 75/ cm~1
relatively few chemically relevant 11-vertex polyhedra are vibrational frequency to give the global minimum (10)26-1.
readily recognizable because of their generally low sym-

metries. The present paper discusses the transition states -
leading to the low-energy low-symmetry structures of 10-

and 12-vertex bare germanium clusters;,e = +4 and

Ge#z= 0, +4 found in our previous work-23In this case, —

the low-symmetry structures often arise from readily recog-
nizable symmetrical transition states. This paper characterizes l, 1.9 keal
such transition states, both for hypoelectronigdzand Gey

clusters as well as for hyperelectronic e and Ge*~

. —1

clusters. The Gg® and Ge®~ clusters with the @ + 6 152/ cm (1?!30'2

. . transition state minimum
arachno skeletal electron counts are of interest since the D c
readily recognizable pentagonal and hexagonal antiprism oh 2
structures satisfying tharachno requirement of & + 6 1x152i B
skeletal electrons and two obvious nontriangular faces u
(Figure 4) are not the lowest energy structures. Figure 6. The distortion of the hexagonal prism transition

state in Ge;,% along the By, normal mode of the 152jcm1

2. Theoretical Methods vibrational frequency to give the lowest energy polyhedral

The density functional theory (DFT) methods used in this Structure (12)30-2.

paper are described in our previous papers oF@ed Gey _ . . .
clusters123 Thus the geometry optimizations were carried structure of germanium clusters. In this connection Archibong

out at the hybrid DFT B3LYP levél 3 with the 6-31G(d) and St. Amar¥ have shown that CCSD(T) calculations on

(valence) doublé-quality basis functions extended by adding Ges (z= 0, —1) give similar results to those obtained at the
one set of polarization (d) functions. The Gaussian 98 B3LYP_DF_T_ level of theory. )
package of prograrswas used in which the fine grid (75, The individual structures are Iabelgd accordmg t_o the
302) is the default for numerically evaluating the integrals NUMPer of skeletal electrons and relative energies with the
and the tight (10°) hartree stands as default for the self- speqflc relative energy dg;lgnatlons match.mg those in the
consistent field convergence. The symmetries were main-Previous papers.In addition, structures with 10 and 12
tained during the initial geometry optimization processes. Vertices are distinguished by the designations (10) and (12),
In the systems of interest in this paper the transition statesrespectively, in front of their structure labels. Thus the lowest
of interest were optimized structures with significant imagi- €Nergy structure of the 10-vertex 26 skeletal electron system
nary vibrational frequencies, typically above 10&m . Gew’", designated a86-1in the previous papé, is now
Symmetry breaking using the normal modes of these _de5|gnated all0)26-1(see Figure 5) in order to _d|fferent|ate
transition states defined by these imaginary vibrational it from the Iow_est energy 12-vertex s;ructure with 26 skeletal
frequencies was then used to determine optimized structure€!€ctrons, which would now be designated(22)26-1
with minimum energies. Both the transition states and the
final optimized structures are discussed in this paper with 3. Results
their relationships being depicted in FiguresBL (and 3.1. The Systems Gg®~ and Ge,®~ with the arachno2n
Figures 1S-6S in the Supporting Information) with the -+ 6 Skeletal Electron Counts.The Wade-Mingos rules*
energy differences between the transition state and the finalsuggest that thBsy pentagonal antiprism (Figure 4) should
structure approximately according to scale. be the global minimum for the 26=2n + 6 for n = 10)
One might raise the legitimate question if this method is skeletal electron 10-vertex system e with anarachno
suitable for describing subtle electronic effects governing the skeletal electron count. Indeed a pentagonal antiprismatic
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10.0 keal
/
100i cm™ (12)24-1
66.0 keal transition state minimum
c!v cs
1x 100/ By
Y Figure 9. The distortion of the C,, tetracapped square
P antiprism transition state in Ge;, along the normal mode of
82icm (10)16-1 the 100/ B, vibrational frequency to give the Cs polyhedral
transition state minimum structure (12)24-1.
D4 D34
2x82i E;
2x27i E;

Figure 7. The distortion of the Dsq bicapped square antiprism
transition state in Geyp** along the E, normal mode of the
82/ cm~1! vibrational frequency to give the lowest energy
polyhedral structure (10)16-1.

’Q.U keal

168icm™ (12)24-2
transition state minimum
Dzn D5d'

1 x 168/ Bag 1x73i Ay
1x 82iByy,

Figure 10. The distortion of the D, irregular icosahedron
transition state in Ges, along the B,q normal mode of the 168
vibrational frequency to give the Dsy4 bicapped pentagonal
antiprismatic structure (12)24-2.

16.4 keal

\

161icm™ (10)16-2
transition state minimum
C., Cs

relative to the bottom face so that the five rectangular faces
linking the two pentagonal faces in the original prism become
. two rectangular and six triangular faces by the addition of
1x161i B; 1%x32F A" . _ .
1x18i A, X 32i diagonals across three of the original rectangular faces. This
_ o _ _ distortion necessarily destroys the origir@ axis in the
Figure 8. The distortion of the C,, tetracapped trigonal prism pentagonal prism. Also note that t(0)26-1polyhedron is

transition state in Gey** along the B, normal mode of the intermediate between the pentagonal prism with five rect-
161/ vibrational frequency to give the C; polyhedral structure angular faces between the two pentagonal faces and the
(10)16-2. pentagonal antiprism with ten triangular faces between the
structure(10)26-3is found for Ge®~ but at 17.1 kcal/mol  two pentagonal faces.

above the global minimufh(10)26-3 Optimization of eDsp, The Wade-Mingos rule$™ also suggest that thBgq
pentagonal prism starting structure leads to a pentagonalhexagonal antiprism (Figure 4) should be the global mini-
prismatic transition state with a rf8m* imaginary vibra- mum for the 30 £2n + 6 for n = 12) skeletal electron 12-

tional mode. Following the corresponding 'Ehormal mode vertex system Gg° with the arachno skeletal electron
lowers the energy of the structure by 24.8 kcal/mol leading count. Indeed a hexagonal antiprismatic struc{@30-5

to the global minimum(10)26-1 observed for Ge ™ is found for Ge,®~ but at 23.1 kcal/mol above the lowest
(Figure 5). The polyhedron i(10)26-1is derived from a energy polyhedral structui@2)30-222 Optimization of the

Dsn pentagonal prism by distortion of the top pentagonal face Dg, hexagonal prism leads to a hexagonal prismatic transition
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A relatively large 34Rimaginary vibrational frequency in the
bicapped cube reduces the symmetry fr@p to C.
However, the energy is reduced by only 7.9 kcal/mol with
no significant change in the polyhedron topology.

3.3. The Neutral 12-Vertex Cluster Gg,. The lowest
energy structures for the neutral zeluster with 24 skeletal
electrons are relatively low-symmetry structures derived by
distortion of higher energy transition states. The global
minimum for Ge,, namely(12)24-1(Figure 9), is derived
from a C,, tetracapped square antiprism transition state by
distortion along the Bnormal mode corresponding to the
4 100 cm ! vibrational frequency. The symmetry is reduced
127icm (12)20-4 from C,, to Cs, and two pairs of triangular faces in the

19.1 keal

Y

transition state minimum original tetracapped square antiprism are opened (following
Dan Cav the arrows marked by “O” in Figure 9) up into two
guadrilateral faces. Removal of the two vertices capping
2x127i Eq 1x 58/ A, triangular faces from th¢l2)24-1polyhedron leaves a 10-
Tx 63 A Tx 150 A, vertex polyhedron with 14 triangular faces and one quadri-
Figure 11. The distortion of the Duj tetracapped cube lateral face. This is a 10-vertexido polyhedron and thus
transition state in Ge;,*" along the E4 normal mode of the expected by the WadeMingos rule$™ to have the 2 + 4
127 vibrational frequency to give the Cy, structure (12)20-4. = 24 for n = 10 skeletal electrons found in &e

The next higher energy structui®2)24-2for Gey,, at 21.9
state with a 152cm™* imaginary vibrational mode. Following  kcal/mol above(12)24-1discussed above, is derived from
the corresponding Bnormal mode lowers the energy of the  an jrregularD,, icosahedron transition state by distortion
structure by 11.9 kcal/mol leading to the lowest energy along the By normal mode corresponding to the largest
polyhedral structur¢12)30-2calculated for Gg?~ (Figure imaginary frequency at 16&8m-* (Figure 10). This normal
6). This structure retains the topology of the hexagonal prism y,ode involves compression of a pair of antipodal vertices
(i.e., the two hexagonal faces and the six quadrilatergl facesyng leads to a compressed (oblate) bicapped pentagonal
between the two hexagonal faces) but destroysGhaxis.  antiprism still retaining the topology of the original icosa-

3.2. The Hypoelectronic Cluster Ges*". The global  hedron (i.e., no edges are broken). This process lowers the
minimum (10)16-1for Gey*" with 16 skeletal electrons is  gnergy by 9.0 kcal/mol (Figure 10).

der'ive'd from a relatively hi.gh enerdyu bi(;apped square The next higher energy structui®2)24-3for Gey, at 23.5
antiprism transition state (Figure 7). Fo_llowmg th@rE_)rma_I kcal/mol abovg12)24-1discussed above, is derived from a
?gdfeggrriggo?gétig tt::g Lanrgrest g?zi?]gagysgr);agongl Desq hexagonal antiprism transition state by distortion along
equency 9y € sy Y 2 the E normal mode corresponding to the largest imaginary
gigantic 66.0 kcal/mol. Th? symmetry i concurr_ently frequency at 14i3cm* (Figure 2S). This process lowers the
reduced fTomD“d t(.) Dag leading to a polyhec_iron derived energy by a very large 58.9 kcal/mol and the symmetry from
from two interlocking planar pentagons at right angles to Des 10 Dag. Each of the hexagonal faces of the original

each other, which resembles a "Siamese twin" of o hexagonal antiprism becomes a pair of trapezoidal faces b
pentagonal bipyramids (Figure 7). Note that the pentagonal x P b P y
formation of new transannular edges.

bipyramid building block of structurél0)16-1is the most )
spherical deltahedron with seven vertices and thus requires A higher energy structure for Gg namely (12)24-6at
2n + 2 = 16 skeletal electrons fan = 7 by the Wade- 28.2 kcal/mol above the global minimur(l2)24-1 is
Mingos rulest— obtained from aD4, tetracapped cube by distortion along
The next higher energy structu(@0)16-2for Ge,g*, at the E normal mode corresponding to the 1ldm™
14.5 kcal/mol abové10)16-1discussed above, is derived vibrational frequency (Figure 3S). The process lowers the
from aC,, tetracapped trigonal prism transition state (Figure €nergy by 12.8 kcal/mol and the symmetry frm, to Cz,.
8). Following the B normal mode of the largest imaginary ~1he polyhedron in the resulting structuf®2)24-6can be
frequency (161) adds diagonals across two rectangular faces described as a pair @, bicapped trigonal prisms sharing
of the underlying trigonal prism with concurrent conversion their uncapped rectangular faces.
of the corresponding two rectangular face caps to triangular  3.4. The Lowest Energy Structure of Ge#*. The lowest
face caps. The symmetry is thus reduced flomto Cs and energy structure for G&*, namely theDsy hexacapped
the energy by 16.4 kcal/mol (Figure 8). A relatively small octahedror{12)22-1, is derived from @4, tetracapped cube
imaginary vibrational frequency of 82emains in(10)16-2 transition state (Figure 4S) by a distortion along thg E
which might arise from a numerical integration erfd# normal mode corresponding to thei%m™! vibrational
A C,, bicapped cube is the transition state tG€zhigher frequency. This process replaces the original 4-fold axis with
energy structur¢l0)16-4for Ge* (Figure 1S), which lies  a 3-fold axis and lowers the energy by 42.8 kcal/mol. Since
20.6 kcal/mol above the global minimu(h0)16-1(Figure the D3y point group of the hexacapped octahedron is
7). Following the B normal mode corresponding to the obviously not a subgroup of thB4, point group of the
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Table 1. Seven Transition States within 25 kcal/mol of the Final Optimized Structures

imaginary symmetry energy gain®/ binding energy/atom?
figure species transition state frequencies? breaking® (transition state/minimum)

Hyperelectronic (arachno) Species

5 Geo~ pentagonal prism 75i(E1") Dsi—Cs 24.8/+8.1/5.6
6 Ge~ hexagonal prism 152i(B1y) Dsr—Coy 11.9/—-19.9/-20.9
Hypoelectronic Species

8 Geo*t tetracapped trigonal prism 161i(B>),18i(A2) Co—Cs 16.4/—55.9/-57.5
S1 Geo*" bicapped cube 342i(B1),48i(B2) Cov—Cs 7.9/-56.1/-56.9

9 Gein tetracapped square antiprism 100/(B1) Coy—Cs 10.0/—112.2/-113.0
10 Gesp irregular icosahedron (Dzp) 168/(Bag),82i Dy~ Ds(731)° 9.0/—110.4/-111.2
11 Geptt tetracapped cube 127({(Eg),62i(A2y) Dy~ Co/581) 19.1/-69.8/-71.4

a Residual imaginary vibrational frequencies are given in parentheses. ? Difference between the energy of the transition state and that of the
optimized structure (kcal/mol). ¢ This represents a symmetry change rather than symmetry breaking. @ Difference between the energy of the
cluster and the sum of the energies of the components divided by the number of atoms (kcal/mol).

tetracapped cube transition state, this is not a simple optimized structures of any of the initial structures investi-
symmetry breaking process. gated. This is particularly true for tHey, tetracapped cube
3.5. Several Structures for Ge;*". The global minimum transition state leading to thBsy hexacapped octahedron
for Ges*, namely(12)20-1 is aC,, structure that does not  global minimum(12)22-1of Ge;*" (Figure S3), sincd®sq
resemble anything actually found in a chemical syst&m. is not a subgroup oDs, so that the conversion of the

The next highest energy structure for @&, namely(12)- tetracapped cube to a hexacapped octahedron is not a simple
20-2at 8.0 kcal/mol above the global minimufh?)20-1, is symmetry breaking process.
a D4, double cube, which can be derived from & A true transition state exhibits exactly one significant

cuboctahedron transition state by distortion along the E imaginary vibrational frequency, the normal mode of which
normal mode of the highest imaginary vibration, namely the indicates the pathway to the corresponding minimum
417 cm* frequency (Figure 5S). This process is a drastic point. Additional small imaginary frequencies significantly
rearrangement that lowers the energy of the system by abelow 100 cm™ can be attributed to errors arising from

gigantic 164.4 kcal/mol. the numerical integration proced#* The seven transition
The next higher energy structure for %, namely(12)- states listed in Table 1 all have exactly one imaginary
20-3 at 8.9 kcal/mol abovél12)20-1, is derived from & vibrational frequency at or above 1L00m! except for

double square antiprism transition state. Following the E the pentagonal prism transition state for;@e (Figure 5),
normal mode corresponding to the highest imaginary vibra- which has a single imaginary vibrational frequency at
tional frequency, namely the 128m™* frequency, lowers 75 cm™%, which was followed in the optimization to the
the energy by a large 62.0 kcal/mol and the symmetry from global minimum(10)26-1for Geio® . Two of the optimized
D.n to G to give a much more open structure than the original structures in Table 1, namely thBsqy bicapped penta-
double square antiprism (Figure 5S). gonal antiprism structurgl2)24-2for Gey,, derived from a
The next structure for G&", namely theC,, structure Dy irregular icosahedron transition state (Figure 11), and
(12)20-4 at 10.5 kcal/mol above the global minimuih2)- the C,, structure(12)20-4for Ge;*", derived from aDg,
20-1, is derived from &y tetracapped cube transition state tetracapped cube transition state (Figure 11), have residual
(Figure 11). Distortion along the ggnormal mode of the  imaginary vibrational frequencies below 100m™ after
largest imaginary frequency at li2iéduces the symmetry  optimization. These structures are low-energy structures for
from D4, to C,, with two opposite face caps becoming edge Ge;, and Ge,**, respectively, but are not their global
caps. This process results in an energy gain of 19.1 kcal/minima.

mol. Most of the high-energy transition states correspond to
structures that are relatively far removed from the final
4, Discussion structure and have more than one imaginary vibrational
The figures in the text and the Supporting Information depict frequency large enough to be significant, thereby corre-
12 transition states leading to previously obtafié#lopti- sponding more accurately to higher order saddle points. The
mized structures for G& (n= 10, 12), Ges*", Gea, G, most extreme case of this type found in this work is the

and Ge;*" including global minima. The polyhedra in most cuboctahedron for G&¢*, which has three imaginary vibra-
of these optimized low-energy structures are not readily tional frequencies above 100 cipnamely 417Vcm™ (E),
recognizable by the WadeMingos rulest™* Of these 12 290 cm (T2, and 115(T1y) as well as smaller imaginary
transition states, seven of them (Table 1) are within 25 kcal/ vibrational frequencies at 8¢A,g) and 29 (Ey). Following
mol of the optimized structure and thus are potentially the normal mode corresponding to the #4dm vibrational
chemically significant. The remaining five higher energy frequency results in the gigantic energy lowering of 164.4
transition states, at energies ranging from 42.8 to 164.4 kcal/kcal/mol and a rather drastic rearrangement leadingDg,a
mol above the corresponding optimized structure, are sig- double cube stationary poit2)20-2 This corresponds to
nificant mainly in indicating the route used for the DFT the lowest energy chemically realistic structir®und for
optimizations. These are the closest ones to the final Ge*".
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In general the binding energies per atom are higher for (19) Ge: King, R. B.; Silaghi-Dumitrescu, I.; Lupan, Aalton

the neutral clusters and decrease both in the negatively and

Trans.2005 1858.

positively charged species as expected. Notable is also the (20) Ge: King, R. B.; Silaghi-Dumitrescu, Inorg. Chem2003

finding that the binding energies for the minima have only
slightly lower values than those of the corresponding
transition states.
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ERRATUM

Minimalist Explicit Solvation Models for Surface
Loops in Proteins. [J. Chem. Theory Comput. 2008,
4, 1] [J. Chem. Theory Comput. ,2
1135-1151 (2006)]. By Ronald P. White and
Hagai Meirovitch*. Department of Computational Biology,
University of Pittsburgh School of Medicine, 3064
Biomedical Tower 3, Pittsburgh, Pennsylvania 15260

Page 1150. Before the last sentence of the paper (starting
“One such method...”) should appear the following two
sentences that have been omitted by mistake:

The calculation of such extensive variables (ek.F,
and S) with enough accuracy is possible because of the
relatively small size of the system. For example, the average
energy (over the five trajectories) witky = 120 Reap =
18 A) is —1587.4+ 0.6, —1505.2+ 0.7, —1894.9+ 8.3,
and —1727.94 0.6 kcal/mol for the loop of RNase, ser-
proteinase, and loops 1 and 2 of proteinase, wiRatg =
15, 13, 13, and 13 A, respectively.
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